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Abstract

We present an overview of Task 2 from CheckThat! at CLEF 2025, which focuses on claim normalization. The
tasks asks systems to transform informal and often noisy social media posts into clear, concise, and verifiable
statements known as normalized claims, which capture the core factual assertion of a post, which makes them
much easier to verify and fact-check. The task is especially relevant in multilingual and low-resource contexts,
where the diversity of languages and limited labelled data pose serious challenges. Task 2 was conducted in two
distinct settings: (i) monolingual, where systems were trained and tested on the same language, and (ii) zero-shot,
where models had to normalize claims in a new target language without any in-language training data. The
monolingual track covered thirteen languages, including English, German, French, Spanish, Portugese, Hindi,
Marathi, Punjabi, Tamil, Arabic, Thai, Indonesian, and Polish. While the zero-shot setting introduced seven more
languages, such as Dutch, Romanian, Bengali, Telugu, Korean, Greek, and Czech. This structure allowed us to
evaluate both language-specific performance and cross-lingual generalization. In total, 18 teams participated in
Task 2, submitting 1,226 valid runs across the two settings. The submissions were evaluated using the METEOR
score. Many teams leveraged transformer-based models, multilingual embeddings, and retrieval-augmented
strategies. In this paper, we outline the task setup, give details about the datasets, and provide a detailed summary
of the diverse approaches adopted by the participating teams.
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1. Introduction

Social media have revolutionized global communication, removing geographical barriers and allowing
global knowledge exchange. However, it has also become a breeding ground for misinformation,
spreading false claims quickly across languages and cultures [1]. These false claims jeopardize the
integrity of online discourse and public trust. For instance, they have affected various critical events,
including the 45th US Presidential Election [2], the COVID-19 pandemic [3, 4], the Russia—Ukraine
conflict [5], etc. While journalists and fact-checkers work tirelessly to ensure the accuracy of online
content, the sheer volume and the linguistic diversity of social media posts make it difficult to identify
and debunk every single claim across diverse languages effectively [6]. In recent years, several studies
have examined the needs of fact-checkers and have identified tasks that could be automated to reduce
their manual efforts and to improve the effectiveness of their work [7, 8, 9, 10]. These tasks include
looking for the source of evidence for verification [11], exploring other versions of misinformation [12],
and searching within existing fact-checking datasets [13].

Social media posts are often written in vague, informal language, frequently mixing opinions, using
rhetorical questions, and incomplete thoughts. This makes it difficult to extract clear, check-worthy
claims, defined as factual statements that can be verified or disproven [10]. Recently, Sundriyal et al.
[14] introduced the task of claim normalization, which aims to simplify a given text containing a claim,
such as a long, noisy social media post, into a concise and precise statement.
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The task is a precursor to fact-checking, distilling the essence of the claim and removing any
unnecessary information, thereby increasing the efficiency and reliability of the fact-checking process.

Despite efforts to combat misinformation across a variety of languages [15, 16, 17], research into
claim normalization has been predominantly English-centred. The Task 2 from CheckThat! at CLEF
2025 aims to bridge this gap by offering the task in a multi-lingual setting.

The CheckThat! Lab aims to accelerate the development of tools and datasets that enable different
phases of the fact-checking pipeline. Since its beginning, the lab has organized several shared tasks that
represent real-world issues in misinformation detection and verification, with a focus on multilingual,
cross-domain, and practical applications. The 2025 edition of the lab included four tasks in monolingual,
multilingual, and cross-lingual settings, covering over 20 languages across these tasks [18]. This paper
presents Task 2 on Claim Normalization, which addresses the problem of converting informal, noisy
social media posts into clear, concise, and verifiable claims. The task plays a vital role in bridging
unstructured content with structured fact-checking workflows, especially in multilingual and low-
resource settings.

Task Description. In this year’s CheckThat! Lab, Task 2 addressed the growing need to extract
verified claims from the informal language found on social media. Unlike standard fact-checking
pipelines that rely on well-formed input, our task aimed to rewrite user-generated content—often
imprecise, opinionated, or fragmented—into clear, concise, and factual statements, the way that human
fact-checkers formulate the claims they are checking.

The task is especially timely and relevant in multilingual and low-resource settings. To simulate
realistic fact-checking scenarios, Task 2 was conducted in two settings:

« Monolingual: In the monolingual setting, training, development datasets are provided for the
language used for testing. The model is trained, validated, and tested on the same language,
allowing it to learn language-specific structures and patterns. The languages included in this
setup are English, German, French, Spanish, Portugese, Hindi, Marathi, Punjabi, Tamil, Arabic,
Thai, Indonesian, and Polish.

« Zero-shot: The zero-shot setting provides only the test data for the target language, without
any corresponding training or development data for it. The participants may train their models
using data from other languages or conduct zero-shot experiments with large language models
(LLMs), evaluating the performance in the target language without prior exposure. This setup
tests the model’s ability to generalize to unseen languages. The languages in this setting are
Dutch, Romanian, Bengali, Telugu, Korean, Greek, and Czech.

In the following sections, we give details about our dataset, a detailed overview of the participating
systems, and discussion of the approaches.

2. Related Work

Fact-checking is critical for combating the spread of false claims. As fully automating manual fact-
checking is very time-consuming, researchers have worked on specific subtasks that can help human
fact-checkers. This encompasses a spectrum of tasks, including claim detection [10, 19], claim check-
worthiness assessment [20, 21], claim span identification [8, 17], claim verification [22, 23], etc.

The proliferation of false claims on social media platforms has led to the development of specialized
systems tailored for handling informal texts from these platforms [24, 25, 26]. These systems are designed
to quickly identify and debunk potentially misleading information, allowing for timely intervention
by human fact-checkers. Within the larger context of fact-checking, claim normalization has recently
emerged as an important novel research direction. Sundriyal et al. [14] introduced this task of claim
normalization, which distils the key claim from long noisy social media posts.



Most existing methods aimed at combating misinformation have primarily focused on English
[14, 26, 25]. However, there has been a recent surge in interest regarding the advancement of fact-
checking techniques for various languages. Jaradat et al. [15] developed ClaimRank, an online system
to identify sentences with credible claims in Arabic and English. Gupta and Srikumar [27] developed
X-FACT, a multilingual dataset for factual verification of real-world claims across 25 languages. Mittal
et al. [17] released X-CLAIM, a multilingual dataset for claim span identification, consisting of 7,000 real-
world claims collected from various social media platforms in five Indian languages and English. Pikuliak
et al. [28] introduced MultiClaim, a multilingual dataset for detecting previously checked claim retrieval.
They gathered 28k social media posts in 27 languages, 206k professional fact-checks in 39 languages,
and 31k connections between these two groups. Chang et al. [29] introduced a multilingual version
of the FEVER dataset. Over the past seven years, the CheckThat! Lab organized several multilingual
claim-related tasks as part of CLEF, gradually expanding language support and attracting an increasing
number of submissions [30, 31, 32, 9, 33, 34]. The most recent edition of the CheckThat! lab included
six tasks in fifteen languages, including Arabic, Bulgarian, English, Dutch, French, Georgian, German,
Greek, Italian, Polish, Portuguese, Russian, Slovene, Spanish, and code-mixed Hindi-English [34].

Despite the growing interest in fact-checking across multiple languages, the task of claim normal-
ization has been largely unexplored beyond English [14]. This narrow focus presents challenges as
multilingual social media platforms host content in multiple languages, and thus claims originate in
many languages. Moreover, linguistic nuances and cultural contexts complicate the task, emphasizing
the need for multilingual approaches. This motivated our multilingual claim normalization task this
year.

3. Dataset

Below, we describe the dataset for our tasks, which we call mCLAN.

3.1. Data Compilation

Inspired by the principle of dataset recycling Koch et al. [35], we identified and reused four datasets,
which we repurposed for the task of claim normalization. This reduces annotation effort as well as
subjective annotation biases. Below, we describe each dataset in detail:

(a) CLAN [14]: It contains 6,388 social media posts, each with normalized claims from various
fact-checking websites. Notably, every example in the dataset is in English. We use all the pairs of a
post and its corresponding normalized claim.

(b) MultiClaim [28]: It contains multilingual fact-checking pairs obtained from 142 fact-checking
sites, making it the largest dataset of fact-checks released to date, encompassing 39 languages. Each
fact-checking article is represented in the dataset by its claim, title, publication date, and URL. However,
the entire text of the articles has not been published. In addition, the dataset includes relevant social
media posts with text, OCR of attached images (if any), publication date, social media platform, and
fact-checker rating for each post. We used this dataset to collect claims from fact-checking websites
and corresponding social media posts for our study. This allowed us to extract 21k in post-claim pairs.
It is worth noting that we only use monolingual pairs from this dataset in our work.

(c) X-Claim [17]: This is a multilingual dataset labeled for claim spans and includes six languages,
primarily focusing on low-resource languages. The authors collected social media posts and corre-
sponding claims from several fact-checking websites. They used a variety of filtering rules to eliminate
posts containing videos, Instagram reels, or excessively short or long text. Using AWESOME-ALIGN [36],
they found word tokens in the post-sentence that matched those in the normalized claim. The claim
span was then calculated as a sequence of word tokens that began with the first aligned word token
and ended with the last aligned word token in the sentence. Given that each example in this dataset
included social media posts and the corresponding claims obtained from the fact-check sites, we used
all the examples in the dataset: 5,840 post-claim pairs in six languages.



Table 1

Examples of social media posts and their corresponding normalized claims from mCLAN.

Social Media Post

Normalized Claim

Something to #consider don’t you #think ? Something to #consider, don’t
you #think? Something to #consider, don’t you #think? 40 years worth of
research...no vaccine for HIV "At least 100 years of research...no vaccine
for cancer Ongoing research... no vaccine for the common cold Less than a
year for a Covid vaccine?

English

Vaccines for HIV, cold, and cancer should
deter you from getting the Covid-19 vaccine.

Das reiche Deutschland, wir haben das geringste Durchschnittseinkom-

Deutschland hat geringste Durchschnitt-

c
E men, die geringsten Renten und die diimmsten Wébhler. (Translation: Rich  seinkommen und Renten. (Translation: Ger-
g Germany, we have the lowest average income, the lowest pensions and the —many has the lowest average incomes and pen-

stupidest voters.) sions.)

Regardez les merveilles et miracles de DIEU. Un bébé né lors de Né pendant I’éboulement a Bafoussam.
. I'éboulement de Bafoussam. Son coordon onbilical est encore la relié  (Translation: Born during the landslide in
2 asamaman décédée Regardez les merveilles et miracles. (Translation: Look  Bafoussam.)
£ at the wonders and miracles of GOD. A baby born during the Bafoussam

landslide. His onbilical coordinate is still there connected to his deceased

mother Look at the wonders and miracles.

Table 2
Dataset statistics for all 20 languages.

Split Arabic Bengali Czech  German Greek English French Hindi Korean Marathi
Train 470 0 0 386 0 11,374 1,174 1,081 0 137
Dev 118 0 0 101 0 1,171 147 50 0 50
Test 100 81 123 100 156 1,285 148 100 274 100
Split Indonesian  Dutch  Punjabi  Polish  Portugese Romanian Spanish Tamil Telugu Thai
Train 540 0 445 163 1,735 0 3,458 102 0 244
Dev 137 0 50 41 223 0 439 50 0 61
Test 100 177 100 100 225 141 439 100 116 100

(d) Twitter Dataset [37]: The authors proposed an abstractive text summarization dataset consisting
of noisy claims from Twitter and their gold summaries for efficiently detecting previously fact-checked
claims that use abstractive summaries to generate crisp queries. They crawled Twitter for URLs from
fact-checking organizations like Snopes, PolitiFact, The Quint, etc., resulting in a preliminary collection
of Tweet and Claim Review! pairs. Pairs with tweets in languages other than English were discarded,
as were such with only image or video content. They also ensured that each tweet included a claim
and could be textually summarized to match the corresponding Claim Review. The final dataset only
included <Social Media Content, Claim Review> pairs with both components in English. We used all the
567 pairs provided in this dataset.

To ensure the data quality of the final compiled corpus, we randomly selected 50 examples from each
language and asked native speakers to verify the post and the corresponding normalized claims. For
languages where we could not find native speakers, we used the Google Translate API to translate them
into English and cross-checked the quality of the examples. Table 1 shows a few examples from our
mCLAN dataset in different languages. We consolidated all examples from these datasets and performed
a combined analysis. Table 1 shows a few examples from mCLAN dataset in different languages.

3.2. Data Statistics and Analysis

Through data compilation, we obtained a total of 28,012 instances in twenty languages from all datasets.
To maintain uniformity, we used the train/dev/test splits from the original datasets. For languages with
a small number of instances, e.g., around 100, we only kept the test sets with no training data. Table 2
gives details about the final dataset and the train/dev/test splits.

'Short summary of the claim written by the fact-checker.



To better apprehend the distribution of languages, we analysed the dataset linguistically. With its
diverse vocabulary and flexible syntax, English is the primary language used on several social media
platforms [38]. Thus, our dataset is also primarily composed of English examples. While German
and Dutch are less dominant, they still benefit from a shared Latin script and similar grammatical
structure. The Indic languages in the dataset encompass Hindi, Marathi, Punjabi, and Bengali. Hindi
uses the Devanagari script. Marathi also uses the Devanagari script, albeit with some differences in the
characters. The Gurmukhi script is used for Punjabi, and Bengali is written using the Bengali script.
Due to their diverse scripts and extensive use of diacritics, Indic languages pose unique computational
challenges. The dataset also includes two languages from the Dravidian languages: Tamil and Telugu.
Both are important representatives of the Dravidian language family, with scripts derived from the
ancient Brahmic script.

4. Submissions

We received submissions from 18 teams, totalling 1,226 valid runs across all the languages; 12 of these
teams submitted their working notes. Table 3 lists all teams and their ranking for each language.

Table 3
List of the participating teams and their rankings. Teams marked with a + did not submit working notes.
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saivineetha [50]

Baseline and Evaluation Metric. We used mT5-large as our baseline. For the monolingual setting,
we fine-tuned the model using language-specific training data, translating the instruction “Identify
the central claim in the given post: <input post>" into the language of the test claim. This allowed the
model to operate directly in the target language. We used METEOR as an evaluation measure.

Table 6 presents the results for the monolingual setup, while Table 4 reports the scores for the
zero-shot setup. Most of the teams outperformed the baseline, while dfkinit2b [39], DS@GT [40], TIFIN
[41], and AKCIT-FN [42] consistently ranked among the top-performers across most languages. Team
dfkinit2b [39] was ranked first in 6 out of 13 languages in the monolingual setting. In the zero-shot
setting, they were first across all seven unseen languages.



Table 4
Zero-shot Results. METEOR scores for languages without training data.

# Team Name Score
Korean
# Team Name Score 1 dfkinit2b 0.1339
# Team Name Score 2 AKCIT-EN 0.1209
__ Telugu Romanian 3 DS@GT 0.1156
! drkinit2b 0527 4 {fkinitzb 02950 4 OpenFact 0.1050
2 AKC'T—FN 0.5176 9 AKC'T—FN 0.2516 _ Baseline 0.0231
3 OPe.nFaCt 0.4559 3 OpenFact 0.2350 5 Investigators 0.0149
4  saivineetha 0.3774 4 DS@GT 0.2220 6 UmuTeam 0.0014
5 DS@GT 0.3171 . )
5 Factiverse and Al 0.2097 Greek
6 TIFIN 0.2502 - Baseline 0.0915 P
6 manan-tifin 0.2502 ’ 1 dfkinit2b 0.2619
_ Baseline 02005 _© UmuTeam 0.0779 2 AKCIT-FN 0.2567
Factiverse and IAl  0.0802 Bengali 3 OpenFact 0.2333
8 UmuTeam 0.0269 1 dfkinit2b 0.3777 4 DS@GT 0.2250
2 OpenFact 0.2959 5 Factiverse and 1Al 0.1455
Dutch ) _ li
— 3 AKCIT-FN 0.2916 Baseline 0.0830
1 dfklnlth 0.2001 4 DS@GT 0.2435 6 UmuTeam 0.0062
2 AKCIT-FN 0.1922 )
5 TIFIN 0.2030 Czech
3 OpenFact 0.1866 ifi
4 TIFIN 0.1720 5 mana.n_tl In 0.2030 1 dﬂ(ll’]lth 0.2519
5 DS@GT 0.1608 - Basellne 0.1333 2 Open Fact 0.2144
’ 6 Factiverse and IAl  0.1068 3 DS@GT 0.1959
6 UmuTeam 0.0817 :
Baseline 00757 7 UmuTeam 00451 4 AKCIT-FN 0.1734
5 Factiverse and IAl  0.1571
—  Baseline 0.0602
6 UmuTeam 0.0544

4.1. Overview of the Systems

Most teams used sequence-to-sequence generation strategies for claim normalization, typically relying
on transformer-based models. The most prevalent approach involved fine-tuning pretrained models
such as BART, T5, mBART, and LLaMA on monolingual data.

Team dfkinit2b [39] participated in both settings, testing zero- and few-shot prompting with models
such as Gemma-3, Qwen-3, Qwen-2.5, Llama-3.3, and Mistral. They explored various prompts and used
cosine similarity to select demonstrations for few-shot learning. They also included adapter fine-tuning,
data pre-processing with language checks and emoji removal, and data augmentation via translation.
For the final submission, they ensembled top-performing model outputs by computing embedding
centroids with multilingual SentenceTransformers and selecting claims closest to these centroids.

Team DS@GT [40] embedded the unnormalized claims from the pooled train and development
datasets, as well as from the test set, using state-of-the-art embeddings for each language. For testing,
a GPT-40 mini model was prompted following the approach discussed in [14], using the top-3 most
similar examples from the train and development sets as in-context examples. The final response for the
monolingual task was derived by combining the best-matching answer from the train and development
sets, based on cosine similarity, and the output of the GPT-4 model. For zero-shot, they used a modified
version of CACN [14], essentially using the prompting method with standard examples.

Team TIFIN [41] fine-tuned Qwen-14B using LoRA with 4-bit precision for efficiency. They pre-
processed data by filtering meaningful post-claim pairs, removing duplicates, and creating a unified
multilingual dataset. Instruction-based fine-tuning incorporated Chain-of-Thought prompting with
5W1H questions to guide claim extraction. During inference, context resolution replaced partial posts
with complete ones, and few-shot prompting with similar examples improved claim structure. This
approach aimed to boost claim extraction accuracy and multilingual performance.



Team AKCIT-FN [42] adopted a dual-strategy approach tailored to data availability. For the 13
supervised languages, they fine-tuned various language-specific and multilingual Small Language
Models (SLMs) such as PTT5, AraT5, and Varta T5. For the seven zero-shot languages, they used
prompting with Large Language Models (LLMs) such as the GPT series, Gemini, and Qwen 2.5. Their
methodology also included a data cleaning algorithm to remove repetitive content and trailing None
placeholders, as well as cross-split deduplication. Few-shot prompting experiments for monolingual
settings involved selecting examples randomly, based on difficulty (METEOR score), or using HDBSCAN
cluster prototypes for semantic diversity.

Team Factiverse and IAI [43] focused on the monolingual setting, comparing four main approaches:
zero-shot prompting, fine-tuning, Fixed In-Context Learning (FICL), and Adaptive In-Context Learning
(AICL). For the ICL methods, they used a ChromaDB vector store with all-MiniLM-L6-v2 embeddings
to retrieve semantically similar examples from the training data based on cosine distance. While FICL
used a fixed number of top-K examples, the team’s novel AICL approach dynamically selected examples
by applying a cosine distance threshold, eliminating the need to pre-determine the number of shots.
They also explored data augmentation via machine translation for low-resource languages.

The MMA team [44] focused on the monolingual setting, exploring several model architectures and
training strategies. Their approaches included fine-tuning a unified multilingual umt5 model on all
languages, as well as training separate umt5 models for each language. They also tested zero-shot
prompting with Qwen2.5 models and employed a parameter-efficient fine-tuning (PEFT) method using
LoRA, which involved a two-stage process of first extracting key points and then generating a claim from
those points. For Arabic, they conducted specific experiments by fine-tuning ara-t5 and augmenting
the training data with scraped post-claim pairs from the Google Fact Check Tools APL

The UmuTeam [49] used a generative approach based on the Flan-T5-Base model for the Claim
Extraction and Normalization task. Their strategy varied based on the data setting: for the monolingual
scenarios, they fine-tuned a separate instance of Flan-T5-Base for each language, using only that
language’s specific training data to allow the models to specialize. For the zero-shot languages, they
fine-tuned a single Flan-T5-Base model on the concatenated training data from all other languages,
aiming to leverage cross-lingual transfer for generalization.

The UNH team [45] only experimented with the English language. Their fine-tuning experiments
included fully fine-tuning a Flan-T5 Large model, using LoRA for a Flan-T5 Base model, and fine-tuning
a DeepSeek-Llama-8b model. Their prompting strategies involved few-shot prompting with keyword-
based example selection, iterative self-refinement to improve claim quality, and a Max Multi-Prompt
method that simulated choosing the best output from several targeted prompts.

Saivineetha [50] focused on Hindi and Telugu. For Hindi, which was in the monolingual setting, they
performed Parameter-Efficient Fine-Tuning (PEFT) using QLoRA with 4-bit quantization on the Gemma
2 9B instruct model. The model was instruction fine-tuned on the provided Hindi dataset of posts and
normalized claims. For Telugu, which was in the zero-shot setting, they used zero-shot prompting with
the Gemma 3 12B instruct model, using a prompt template designed to convert unstructured Telugu
posts into normalized claims.

The JU_NLP@M&S team [48] framed the claim normalization task as a monolingual sequence-
to-sequence generation problem, centered on fine-tuning a BART-Large transformer model. Their
methodology included a preprocessing module for tokenization using byte-level BPE, padding inputs
to a fixed length, and truncating where necessary. Model training was conducted for 5 epochs using
Hugging Face’s Seq2SeqTrainer, employing mixed-precision (FP16) to optimize memory usage and a
learning rate of 3e-5. For inference, they used beam search with four beams to enhance the quality of
the generated claims.

Team Investigators [46] focused on the claim normalization task by fine-tuning several models,
including LLaMA-3.2, BART, and T5, with a particular focus on the flan-t5-base model for the final
submission. Their methodology was primarily monolingual, with extensive experiments on the English
and Spanish datasets. Before training, they implemented a pre-processing pipeline to filter out records
that were not in the target language. For the zero-shot setting, they experimented with cross-lingual
transfer by training a model on the Spanish dataset and then evaluating it on the Korean test data.



Team OpenFact [47] experimented with several decoder-only LLMs, including LLaMA 3.1, DeepSeek-
R1, and GPT-4.1-mini. Their methodology had three steps: (1) generating up to three initial claim
candidates, (2) iteratively refining each candidate using a self-reflection technique where the model
provides feedback on its output, and (3) using an LLM as a judge to select the best among the refined
candidates. They also performed supervised fine-tuning on the GPT-4.1-mini model using the cleaned
training data.

Table 5
Detailed overview of the approaches used by the participating teams. FT stands for Fine-Tuning, ICL for In-
Context Learning, and PEFT for Parameter-Efficient Fine-Tuning.

Team ‘ Setting ‘ Data ‘ Approach ‘ Model Family
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OpenFact [47]
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5. Discussion of Approaches

The participating teams in CheckThat! 2025 Task 2 tried several strategies for multilingual claim
normalization. These approaches can be analyzed through four major dimensions: model architecture,
fine-tuning vs. in-context learning paradigms, data handling, and performance across monolingual and
zero-shot settings. An overview of the approaches is given in Table 5.

5.1. Model Architectures

The primary area of divergence among the teams was their selection of model architecture. Some teams
handled the task as a typical sequence-to-sequence problem, using encoder-decoder models that excel
at summarization. For instance, the JU_ NLP@M&S team fine-tuned BART-Large for monolingual text-
to-text generation. UmuTeam, Investigators, and MMA explored variants of T5, including multilingual
models such as Flan-T5 and UMTS5. In contrast, other teams used decoder-only large language models
to improve their in-context learning and reasoning abilities. OpenFact evaluated models such as
LLaMA 3.1, DeepSeek-R1, and GPT-4.1-mini. Similarly, TIFIN and dfkinit2b chose Qwen for their
multilingual performance and efficiency in fine-tuning. This distinction highlights the trade-off between
the recognised strengths of encoder-decoder in generation tasks and the growing potential of decoder-
only models for flexible reasoning.



5.2. Adaptation Strategies

Fine-tuning was a common choice among the participating teams. Several teams employed parameter-
efficient fine-tuning (PEFT) approaches, such as LoRA or QLoRA. For example, Saivineetha fine-tuned
Gemma 2 for Hindi, while TIFIN and dfkinit2b applied LoRA to Qwen models. OpenFact’s supervised
fine-tuning of GPT-4.1-mini was reported to be their most effective configuration. In contrast, teams
using decoder-only models emphasized in-context learning (ICL). DS@GT used retrieval-based ICL,
pulling top-3 similar examples from the training set as dynamic prompts. dfkinit2b also adopted semantic
similarity-driven selection for few-shot prompts. Factiverse used Adaptive In-Context Learning (AICL),
which dynamically modifies the number of in-context examples depending on similarity thresholds.
TIFIN implemented a 5W1H prompting strategy, structuring claim-related information into six categories
(Who, What, Where, When, Why, and How) to guide model reasoning. OpenFact and UNH also used
self-refinement, where an LLM iteratively critiques and improves its outputs.

5.3. Data Handling and Hybrid Methods

Due to the noisy nature of social media data, data preprocessing becomes crucial. OpenFact used
GPT-4.1-mini to filter out training instances with some mismatches with the ground truth. To augment
the training data, MMA scraped additional Arabic samples using Google’s Fact Check Tools API, while
Investigators used the Gemini API to generate synthetic examples. DS@GT created a retrieval-first
pipeline that reused existing normalizations when similar posts were found. dfkinit2b employed an
ensemble method to generate claims based on five different approaches. The output closest to the
centroid of all created embeddings was then chosen. This strategy worked well in both monolingual
and zero-shot settings.

5.4. Adapting to Monolingual and Zero-Shot Scenarios

In the monolingual setting, where training data for 13 languages was available, the participating teams
either trained language-specific models or used the data to retrieve information for ICL. Saivineetha,
for example, trained a dedicated Hindi model, while DS@GT and Factiverse retrieved similar examples
to construct prompts dynamically. In the zero-shot setting, the teams had to rely on cross-lingual
generalization. UmuTeam and MMA developed multilingual models based on merged monolingual data
and applied them to zero-shot languages. Other teams, such as TIFIN and DS@GT, used English-centric
prompts and relied on the inherent multilingual capacity of the LLMs to handle the target languages.
Among the most effective zero-shot strategies were dfkinit2b’s ensemble approach and OpenFact’s
fine-tuned GPT-4.1-mini, both of which performed consistently well across languages without labeled
data.

6. Conclusion

We presented a detailed overview of Task 2 from the CheckThat! Lab at CLEF 2025. It focused on
claim normalization, the task of transforming informal and noisy social media content into clear,
concise, and verifiable statements. In total, 18 teams participated in the task. Most of the participants
used Transformer-based models, with a clear trend towards leveraging large language models from
the T5, Qwen, and Llama families. Common and effective strategies included parameter-efficient
fine-tuning, retrieval-augmented in-context learning, and sophisticated data preprocessing. The dual
setting for monolingual and zero-shot evaluation provided a valuable framework for assessing both
language-specific adaptation and cross-lingual generalization.



Declaration on Generative Al

In this study, we employed mT5-large as the baseline system. All experiments were carried out under
controlled conditions. To help with spell check suggestions, OpenAl GPT-40 was accessed through
a plugin on Overleaf. The authors thoroughly evaluated and edited all of the tool’s suggestions. No
generative Al tools were used to generate the content of the main manuscript. The authors take full
responsibility for the final content of the publication.
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Table 6

Monolingual Results. METEOR scores for languages with training data.

English
1 dfkinit2b 0.4569
2 DS@GT 0.4521
3 TIFIN 0.4114
4  AKCIT-FN 0.4058
5 Factiverse 0.4049
6 rohan_shankar 0.3920
7 manan-tifin 0.3881
8 MMA 0.3841
9 UNH 0.3737
10 Investigators 0.3565
11 OpenFact 0.3370
12 Nikhil_Kadapala  0.3321
13 aryasuneesh 0.3153
14 JU_NLP@M&S 0.3098
- Baseline 0.2865
15 uhh_demd4ai 0.2612
16 UmuTeam 0.1660
17 VSE 0.0070
Marathi
1 dfkinit2b 0.3888
2 OpenFact 0.3048
3 MMA 0.2793
4 DS@GT 0.2608
5 AKCIT-FN 0.2181
- Baseline 0.2159
6  aryasuneesh 0.1521
6 TIFIN 0.1521
7 manan-tifin 0.1230
8 UmuTeam 0.0877
9 Factiverse and IAl  0.0847
Portuguese

1 DS@GT 0.5770
2 dfkinit2b 0.5744
3 AKCIT-FN 0.5290
4 MMA 0.4719
5  OpenFact 0.3779
6 Factiverse and 1Al 0.3381

Baseline 0.3011
7 UmuTeam 0.1898

Thai

1 DS@GT 0.5859
2 AKCIT-FN 0.3179
3 dfkinit2b 0.2999

Baseline 0.2015
4 Factiverse and 1Al 0.0965
5  OpenFact 0.0872
6  aryasuneesh 0.0464
7 UmuTeam 0.0147

Hindi

1 dfkinit2b 0.3275
2 DS@GT 0.3001
3 saivineetha 0.2996
4  OpenFact 0.2722
5 AKCIT-FN 0.2706
6 MMA 0.2641
7  aryasuneesh 0.2604
7 TIFIN 0.2604
- Baseline 0.2283
8 Factiverse and IAl  0.2125
9 manan-tifin 0.2080
10 UmuTeam 0.0132

French
1 DS@GT 0.5273
2 dfkinit2b 0.4703
3  AKCIT-FN 0.3811
4 Factiverse and IAl  0.3750
5  OpenFact 0.3605
6  aryasuneesh 0.3441
6 TIFIN 0.3441
- Baseline 0.2833
7 manan-tifin 0.2768
8 MMA 0.2469
9 UmuTeam 0.1649

Punjabi
1 dfkinit2b 0.3307
2 AKCIT-FN 0.3038
3  OpenFact 0.2696
4 aryasuneesh 0.2685
4  TIFIN 0.2685
5 DS@GT 0.2567
6 MMA 0.1834
-  Baseline 0.1594
7 Factiverse and 1Al 0.1251
8 UmuTeam 0.0097

Indonesian

1 DS@GT 0.5650
2 dfkinit2b 0.5021
3 AKCIT-FN 0.3866
4 Factiverse and 1Al 0.3099
5 MMA 0.3089
Baseline 0.2825
6  OpenFact 0.2445
7 UmuTeam 0.1305

Arabic
1 dfkinit2b 0.5037
2 DS@GT 0.5035
3 MMA 0.4584
4  OpenFact 0.4175
5 TIFIN 0.3705
6  AKCIT-FN 0.3277
7 Factiverse and IAl  0.2457
- Baseline 0.2186
8 UmuTeam 0.0003

Spanish
1 DS@GT 0.6077
2 dfkinit2b 0.5539
3  AKCIT-FN 0.5213
4 MMA 0.5094
5 aryasuneesh 0.3906
5 TIFIN 0.3906
6 Factiverse and IAl  0.3821
7  OpenFact 0.3710
8 Investigators 0.3447
- Baseline 0.3294
9 UmuTeam 0.2048
Polish
1 DS@GT 0.4065
2 dfkinit2b 0.3961
3 AKCIT-FN 0.2798
4 OpenFact 0.2666
5 TIFIN 0.2331
5 manan-tifin 0.2331
6 Factiverse and IAl  0.1964
—  Baseline 0.1594
7 MMA 0.1243
8 UmuTeam 0.0742
German
1 DS@GT 0.3859
2 dfkinit2b 0.3469
3  AKCIT-FN 0.2652
4 Factiverse and IAl  0.2644
5 aryasuneesh 0.2642
5 TIFIN 0.2642
6 OpenFact 0.2319
7 MMA 0.1556
- Baseline 0.1100
8 UmuTeam 0.1039
Tamil
1 dfkinit2b 0.6316
2 AKCIT-FN 0.5197
3 DS@GT 0.4702
4 OpenFact 0.4681
5 aryasuneesh 0.3676
5 TIFIN 0.3676
6 MMA 0.3468
-  Baseline 0.1855
7  UmuTeam 0.0196
8 Factiverse and IAl  0.0043
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