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Abstract

The rapid spread of misinformation on social media has intensified the need for automated tools that can identify
and reformulate check-worthy claims in a clear and verifiable manner. This paper presents our approach to Task
2: Claims Extraction Normalization of the CLEF 2025 CheckThat! Lab, which focuses on the extraction and
normalization of factual claims from noisy, user-generated content. We frame the problem as a monolingual
sequence-to-sequence generation task and deploy a fine-tuned BART-Large transformer model to perform claim
normalization.

The model is trained on the CLAN dataset comprising 6,388 annotated post-claim pairs, where each post is
associated with one or more expert-generated normalized claims. Our preprocessing strategy includes careful
tokenization, length normalization, and special handling of decoder inputs to facilitate accurate loss computation.
Training is conducted using Hugging Face’s Seq2SeqTrainer with mixed-precision optimization, beam search
decoding, and ROUGE-based evaluation metrics. We compare the performance of BART-Large against baseline
models including T5-Small and Pegasus. The fine-tuned BART-Large model achieves the best performance with
a METEOR of 0.3098, significantly outperforming other models. Error analysis reveals challenges in negation
handling, sarcasm detection, and multilingual noise, suggesting future avenues for enhancement. Our findings
demonstrate that fine-tuned, transformer-based architectures are highly effective for claim normalization and
hold promise for scalable, language-agnostic fact-checking systems designed combat misinformation online.
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1. Introduction

In the age of social media and online information sharing, the rapid spread of misinformation seriously
threatens public understanding and trust. Platforms like Twitter (now X), Facebook (now Meta),
and Instagram have become hotspots for user-generated content, where opinions, news, and rumors
intermingle freely. Among these, identifying factual claims—statements that can be verified as true
or false—is crucial for the work of journalists, researchers, and automated fact-checking systems.
However, the informal, unstructured, and often ambiguous nature of social media content makes
this task significantly challenging. Manual identification and verification of claims in such noisy
environments are both time-consuming and resource-intensive, creating the need for automated tools
that can assist in this process.

Claim extraction and normalization refer to two interconnected tasks aimed at making misinformation

detection more efficient:
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+ Claim Extraction: This task involves identifying specific assertions or statements made within
a social media post that can be verified. These claims often appear in the form of rumors,
factual statements, or opinions that need validation. For example, in a post claiming, “The US
government is investigating the war crimes in Afghanistan”, the claim is that “The US government
is investigating war crimes”.

+ Claim Normalization: Once claims are extracted, the next challenge is to simplify and rephrase
them into a more clear, concise, and unambiguous form. Normalization ensures that claims are
interpretable and ready for verification. This is particularly important for social media posts that
may contain slang, sarcasm, or informal language that can obscure the true meaning of the claim.
For example, the informal claim “The US might be looking into war crimes, who knows?” would
be normalized into “The US is investigating war crimes in Afghanistan.”

In this task, the goal is to transform noisy, complex, and often ambiguous social media posts into
clear, well-defined claims that are easier to validate. This normalization process is critical for creating
claims that automated systems or human fact-checkers can evaluate for accuracy and truthfulness.

To address these challenges, the CLEF 2025 CheckThat! Lab introduces Task 2: Claim Extraction
and Normalization[1] !, which focuses on the development of systems that can automatically identify
and rephrase check-worthy claims from social media posts. This involves two key subtasks: first,
extracting one or more factual claims from a post, and second, normalizing them—rephrasing the claims
in a clear, concise, and unambiguous manner suitable for verification. For example, a tweet filled with
slang, sarcasm, or mixed-language expressions might need to be reformulated into a standardized
sentence that expresses the core assertion clearly. This normalization step is critical in ensuring that
claims are interpretable and can be efficiently processed by automated fact-checking pipelines or human
annotators.

A distinguishing feature of this task is its multilingual and inclusive approach. It spans 20 languages,
including English, Arabic, Bengali, Hindi, and Tamil, reflecting the global nature of the misinformation
problem. While the task encourages language-agnostic or language-specific models for claim extraction
and normalization, this paper focuses solely on the English language track. The approach described here
contributes to the fight against misinformation in English-speaking communities, helping to advance
research in natural language understanding and promoting more scalable and effective fact-checking
systems[2] in the process. With the availability of annotated datasets and a standardized evaluation
framework, this task offers a robust platform for advancing claim-centric technologies.

2. Related Work

The task of claim normalization has been explored in various ways, focusing on different aspects
such as claim detection[3], claim check-worthiness estimation[4], and claim extraction[5]. Previous
research has predominantly worked on identifying claims and their verifiability, which is closely tied to
fact-checking processes. Notable early work on claim detection is included in this article[6], which
curated the AAWD corpus for claim detection, and later studies in the article[7], which expanded the
domain to include claim identification across different topics.

Recent approaches in this area have incorporated large language models (LLMs), which have shown
promise in improving claim detection and extraction in the article [8] and [9]. These models use
linguistically motivated features like sentiment and syntax, which are essential for extracting claims
from structured or semi-structured texts. However, these methods often fall short when handling the
complex and noisy nature of social media data, which often requires abstractive claim extraction.[10]

Text summarization techniques[11], which condense lengthy documents into shorter summaries,
have shown potential for solving problems related to claim normalization. It has been observed that in
article[12] and [13] related to faithfulness in summarization have been taken care of. However, these
methods do not focus on ensuring verifiability or factual consistency, which are critical for fact-checking.

'https://checkthat.gitlab.io/clef2025/task2/



On the other hand, claim normalization requires a more focused approach where the generated claims
are not just concise but also self-contained and easily verifiable.

In line with text summarization, controlled summarization methods as given in the article [14]
provide the ability to fine-tune summary attributes such as length and abstraction. These methods,
however, still face challenges in producing summaries that retain factual accuracy. In contrast, claim
normalization prioritizes verifiability, which sets it apart from general-purpose summarization tasks.

Our work extends the claim detection[15] and claim extraction fields by introducing a new challenge:
claim normalization, which goes beyond summarization. Unlike previous models that focused on text
condensation, our task aims to simplify complex and noisy social media posts into concise claims
that fact-checkers can directly verify. We propose a novel approach, Check-worthiness Aware Claim
Normalization (CACN), which integrates chain-of-thought reasoning and claim check-worthiness
estimation to improve claim extraction from unstructured social media posts. This approach effectively
adapts large language models to the specific needs of claim normalization. Moreover, we introduce the
task of claim normalization for the verification of political claims, as detailed in the article.

3. Task Description

The task involves processing noisy and unstructured social media posts to extract specific and verifiable
claims. These claims, often embedded in ambiguous or misleading content, need to be normalized—sim-
plified into a more precise and easily understandable form. The objective is to bridge the gap between
raw, informal social media data and structured, factual statements that can be efficiently verified by
automated systems or manual fact-checkers. This process of transforming unstructured content into a
clear, normalized claim enhances the accuracy and speed of the verification process, contributing to the
mitigation of misinformation on social media platforms.

Cyanocobalamin is a synthetic form of Vitamin B12.

The most common & cost-effective form of Vitamin B12,
Cyanocobalamin is most often found in supplements & some
fortified foods.

It’s absolute garbage for your body.
If you're on B12 supplements, throw them away.
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Figure 1: lllustration of the Claim Normalization task, highlighting the normalized claims authored by fact-
checkers for social media posts from distinct social media platforms.



4. Dataset Description

To support the task of claim normalization, we utilize the CLAN (Claim Normalization) dataset,
introduced by Sundriyal et al. (2023). This dataset > comprises 6,388 instances of real-world social
media posts, each paired with one or more normalized claims. These normalized claims are simplified,
fact-checkable versions of the original posts, curated by professional fact-checkers as part of the
verification process.

The dataset addresses the limitations of traditional summarization corpora by focusing specifically
on extracting the central verifiable assertion from noisy, unstructured social media content. This
emphasis enables downstream fact-checking systems to operate with greater efficiency and precision.

4.1. Data Sources

The CLAN dataset was constructed by collecting fact-checked claims and associated posts from two
primary sources: Google Fact-Check Explorer API and ClaimReview Schema. Only the English-language
posts were retained. All the non-textual entries, such as images or videos, were excluded to maintain
textual uniformity and ensure relevance for language-based models.

4.2. Dataset Statistics

The dataset is split into training, validation, and test sets, with the following statistics:

Table 1
Statistics of the dataset used.

split Instances Avg. Post Length  Avg. Claim Length

(words) (words)
Train 5,341 39.52 16.47
Validation 594 37.12 17.24
Test 453 57.97 15.41
TOTAL 6,388 44.87 16.37

Notably, the test set includes multiple reference normalized claims per post to capture variability in
how different annotators might distill the central assertion.

4.3. Data Characteristics

The dataset exhibits low cosine similarity between posts and normalized claims, confirming the claim
normalization goes beyond extractive summarization. Rather than merely reducing the post length, the
task involves abstractively transforming verbose, sometimes misleading content into clear, concise, and
verifiable claims.

Representative examples are included in the original work, such as:

« Post: Cyanocobalamin is a synthetic form of Vitamin B12...If you’re on B12 supplements, throw
them away.
« Normalized Claim: Cyanocobalamin, the most common form of Vitamin B12, is toxic.

Such instances demonstrate the dataset’s focus on real-world misinformation, public health concerns,
and viral narratives on platforms like Twitter and Facebook.

*https://gitlab.com/checkthat_lab/clef2025-checkthat-lab/-/tree/main/task2/data
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5. Methodology

The proposed methodology for the Claim Extraction and Normalization shared task is organized into
four key modules: data pre-processing, tokenization, model training, and decoding. These modules
are built around the fine-tuned BART-large[16] transformer model®. BART (Bidirectional and Auto-
Regressive Transformers) is a state-of-the-art model for sequence-to-sequence tasks, pre-trained using
a denoising autoencoder objective. It combines BERT’s [17] bidirectional encoder, which is excellent for
understanding context from both directions of a sequence, with GPT’s[18] left-to-right decoder, which
is efficient for generating coherent outputs. This unique combination makes BART highly suitable for
tasks involving text generation and transformation, where both understanding and generating fluent
text are critical.

The pre-training on large amounts of data allows the model to learn a wide range of linguistic
patterns, which is why it excels in tasks like claim extraction and normalization. Specifically, we
fine-tune BART-large on the task-specific dataset, which helps the model adapt to the particularities of
claim normalization from noisy and unstructured social media content.

We approach this problem as a monolingual text-to-text generation task, where noisy or unstructured
claims are transformed into their canonical, normalized forms. This task involves not just extracting
a claim but also rephrasing it into a clearer, more verifiable statement, a challenge that requires both
understanding the original message and generating a faithful, readable version.

5.1. Data Preprocessing and Tokenization

The first module handles data preprocessing and tokenization. Each input claim and its corresponding
normalized output are tokenized using the BART tokenizer, which implements byte-level byte pair
encoding (BPE)[19]. To prepare the text for the model, we ensure that each input has a uniform length.
We set a maximum length of 512 tokens, and any extra tokens are truncated. If a text is shorter than
the maximum length, we add padding tokens (typically zeros) to make it fit the required size. Padding
ensures that all inputs have the same length, which is essential for the model to process them efficiently
in batches. The processed inputs are returned as PyTorch tensors using return_tensors="pt" to
ensure compatibility with the model’s architecture. On the decoder side, the normalized targets are
tokenized with a smaller maximum length of approximately 128 tokens, reflecting the typically shorter
nature of normalized claims. Padding tokens in the target sequence are assigned the value 1abels=-100
to prevent them from affecting the loss computation.

5.2. Model Training

Model training is conducted using Hugging Face’s Seq2SeqTrainer* framework, which abstracts much
of the training loop while allowing customization. The training setup uses a learning rate of 3e — 5
and a batch size of 4, optimized for limited GPU memory. We train the model for 5 epochs. After each
epoch, the model is evaluated using METEOR[20] score’. To improve efficiency and reduce memory
usage, training is performed in mixed-precision (FP16). Additionally, gradient_accumulation_steps
is used to simulate a larger batch size, improving optimization stability.

5.3. Decoding and Inference

When the model is tested, it generated the output step by step, using each previously generated token
as context for the next one. This technique, known as autoregressive decoding[22], allowed the model
to generate one token at a time. After generating the first token, the model incorporated it into the
context to produce the next token, continuing this process until the full sequence is created. To improve

*https://huggingface.co/facebook/bart-large
*https://www.kaggle.com/code/simonepiocaronia/seq2seq-trainer-transfer-learning
*https://huggingface.co/spaces/evaluate-metric/meteor
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Figure 2: Claim Extraction and Normalization Workflow.[21]

the quality of generated sequences, beam search with num_beams=4 is employed. This method enabled
the model to explore multiple candidate sequences and select the best one. Once decoding is completed,
the outputs are post-processed using batch_decode(..., skip_special_tokens=True) to remove
special tokens such as <s> and </s>, resulting in clean, human-readable normalized claims.

5.4. Loss Function and Evaluation

The Cross-entropy loss[23] was used as the loss function. To prevent padding tokens from influencing the
loss computation, we mask them using the labels=-100 setting. Evaluation is based on sequence-level
metrics, particularly METEOR, which measured both the fluency and fidelity of the normalized outputs.
Overall, this four-module methodology took the advantage of BART’s powerful pre-trained capabilities
and fine-tuned them through a structured training and decoding pipeline. By approaching the problem
as a generation task, our system successfully transforms noisy, informal claim statements into clear,
normalized outputs with high semantic alignment.

Algorithm 1 Text Normalization with BART Large

Require: Dataset Dy;,in, Dyals Diest> model M, tokenizer t
Ensure: Predictions Y. saved to CSV

1: Load and clean CSVs > Remove nulls, rename columns

2: Initialize tokenizer 7 and model M < BART Large

3: for each sample x € Dy nin U Dy, do

4: Format as: "normalize claim: " + input_text > Prefix task instruction
5 Tokenize input and target text > Max length, truncation, padding
¢: end for

7: Convert to HuggingFace Dataset objects
Set up training arguments

> Use Dataset.from ,andas’
> Batch size, learning rate, epochs, evaluation strategy

Initialize Trainer

Train the model — Mpegt
Evaluation:

Add prefix to test inputs

Generate predictions Yiegt < Mpest
Save predictions to CSV file

> Pass model, args, datasets, and data collator
> Best checkpoint saved based on eval metric

> Prepare test examples like training
> Use ‘model.generate()*
> Output results to local storage

6. Observation

As shown in Table 2, there is significant variation

in the performance of normalization models across

social media posts. While the Gold Labels maintain factual and contextually accurate claims, the



outputs from models like Pegasus and T5 Small often deviate from the original intent or introduce
hallucinations. BART Large and its fine-tuned variant tend to produce more coherent summaries,
though accuracy still varies. Notably, the fine-tuned BART model shows improvement in structure but
occasionally misinterprets the core content. These inconsistencies highlight the challenge of reliable
claim normalization, especially in complex or repetitive posts.

Table 2
Table of Social Media Posts and their Corresponding Model Normalizations.

Posts and their respective normalized form

Post:Though the US is not part of the ICC, if the alleged crime happened in an ICC member country,
the Americans could still be investigated under the jurisdiction of the ICC. In 2019, the ICC rejected
investigating the alleged war crimes of Americans in Afghanistan because, the judges say, ”it would not
serve the interests of peace” At the ICC, different rules apply for the powerful.

ICC rejects request to investigate war crimes in Afghanistan — 12 April 2019, REUTERS: Judges say
Afghanistan’s current situation made the prospect for a successful investigation "limited”. The ICC
has rejected its prosecutor’s request to investigate alleged war crimes in Afghanistan.

Model Outputs:

+ Gold Label: Report shows ICC practices selective justice in Philippine drug war probe

« T5 Small: the u is not part of the icc if the alleged crime happened in an icc

« Pegasus: a facebook post claim that the u president joe biden said that the donald trump is not be
theu

« BART Base: 2019 icc reject investig alleg war crime american afghanistan judg say would serv
interest peac

« BART Large: the icc rejected investigating the covid19 vaccine programme in 2019

Post:Pence unfollowed Trump, and then changed his banner picture to Biden and Kamala. He’s outta
there. Mike Pence - @MikePence Vice President of the United States Joined February 2009 | 48 Following |
6.1M Followers

Model Outputs:

« Gold Label: Vice President Mike Pence unfollowed the president and changed his Twitter banner
to an image of Joe Biden and Kamala Harris

« T5 Small: joe biden changed his facebook banner to joe biden and kamala harris

« Pegasus: say joe biden and donald trump

« BART Base: say penc chang banner pictur biden kamala harri

« BART Large: pennsylvania senator changed his twitter banner to biden and kamala harris

7. Results and Discussion

In this section, we present the empirical evaluation of different transformer-based models on the claim
normalization task. The objective is to assess how well each model can transform noisy, informal
inputs into concise and verifiable claims. The comparison is based on METEOR, a metric suitable for
evaluating the difference between predicted and reference outputs. We divide the discussion into two
parts: quantitative results and model-wise observations.



7.1. Results

We evaluated the performance of several transformer-based models on the task of claim normalization,
including T5 Small®, Pegasus’, and both BART Base ® and BART Large’. The task involved
transforming informal and often noisy social media posts into clearly structured, verifiable claims.

Table 3
Comparison of METEOR scores between different models.

Serial No Model Used METEOR

1 T5 Small 0.2539450609
2 Pegasus 0.0558825213
3 BART Base 0.2962715775
4 BART Large  0.3098173489

The experimental results are presented in Table 3. Among the tested models, Pegasus performed
the weakest with a METEOR of 0.0559. While Pegasus has demonstrated strength in summarization
tasks, it underperformed in this task due to the structural differences between summarization and claim
normalization.

0.40¢

0.310

0.296

0.254

METEOR Score

15 502" peges® phRT B2 ghRT L%

Model Used

Figure 3: Bar plot comparing the METEOR scores between different models.

T5 Small achieved a better METEOR of 0.2539, indicating moderate effectiveness despite its smaller
architecture. BART Base further improved upon this with a score of 0.2962. However, the highest
performance was recorded by BART Large, which achieved the best METEOR of 0.3098, outperforming
all other models.

7.2. Discussion

The superior performance of BART Large highlights the importance of both model capacity and
domain-specific training. Fine-tuning the model on the task-specific dataset enabled it to learn the syntac-
tic and semantic patterns characteristic of informal social media claims. Factors such as longer training

®https://huggingface.co/google-t5/t5-base
"https://huggingface.co/google/pegasus-large
8https://huggingface.co/facebook/bart-large
*https://huggingface.co/facebook/bart-large
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duration (10 epochs), larger batch size (16), and beam search decoding (num_beams=8) contributed to
generating more coherent and accurate outputs. Additionally, the use of a decoding temperature of 0.7
helped reduce randomness and improved the consistency of generated sequences.

In contrast, Pegasus, although optimized for abstractive summarization, failed to generalize to the
claim normalization task. Despite incorporating preprocessing steps such as lemmatization and text
cleaning, its outputs often lacked specificity and structure. T5 Small, while showing better performance
than Pegasus, struggled with complex sentence transformations due to its limited model capacity. T5
Small is a smaller model, which impacts its ability to effectively process and normalize more complex
or noisy claims that require nuanced transformations.

Overall, the results emphasize that both model scale and targeted fine-tuning are critical for high-
quality claim normalization. Larger transformer models, such as BART-Large, are more capable of
handling the complex structure and varied linguistic nuances present in social media content, especially
when fine-tuned on task-specific data. This shows that both the architecture’s depth and the quality of
task-specific training are crucial to achieving the best performance in claim normalization tasks.

8. Error Analysis

While the fine-tuned BART Large model demonstrated strong performance on the claim normalization
task, a closer examination of its predictions reveals several recurring error patterns that highlight
important limitations and opportunities for improvement, as explained in Table 4.

Table 4
Example of each error analysis of identification through the BART Large Model on the Claim Normalization
Task.

Error Category

Post

Normalized Claim

Issue/Explanation

Over-
normalization

Sarcasm

Negation Han-

dling

Multilingual
Noise

Though the US is not part
of the ICC, if the alleged
crime happened in an ICC
member country...

Something to #consider...
40 years worth of research,
no vaccine for HIV...

Though the US is not part
of the ICC, if the alleged
crime happened in an ICC
member country...

Legit ba toh?? Legit ba
toh?? Legit ba toh?? Le-
git ba toh?? CSC Republic
of the Philippines...

2019 icc reject investig
alleg war crime amer-
ican afghanistan judg
say would serv interest
peac

40 year worth re-
search covid19 vaccin
hiv least 100 vyear
researchno vaccin
cancer ongo research
vaccin common cold
less

ICC rejects request to
investigate war crimes
in Afghanistan

civil servic exam up-
dat complianc govern

philippin

The model removed the im-
portant qualifiers “alleged” and
“could,” simplifying the claim to
a definitive statement and dis-
torting the original meaning.

The sarcastic tone and rhetor-
ical questioning were lost in
the normalization process, turn-
ing the sarcastic claim into a
straightforward statement.

The model lost the negation
“not part of the ICC,” which al-
tered the intended meaning of
the claim, implying the oppo-
site.

The model struggled to handle
multilingual noise, resulting in
loss of cultural context and in-
tent.

The errors encountered includes:

1. Over-normalization: One common error observed was over-normalization, where the model
simplified claims to the point of losing important nuances. Speculative phrases like “could” or
“may” were often removed, turning tentative claims into definitive ones. This is particularly



problematic in areas such as politics and public health, where qualifiers are crucial. For instance,
"The US may investigate the alleged war crimes” was normalized to *The US investigates war
crimes,” changing the original meaning.

2. Sarcasm: The model frequently misinterprets sarcastic or rhetorical posts as literal, distorting the
original tone. For example, the sarcastic statement *Vaccines for HIV? That’s totally going to work!”
was normalized as "Vaccines for HIV will work.” This misinterpretation, especially in health-related
content, can lead to misleading conclusions. Future improvements could incorporate sarcasm
detection models, such as sentiment analysis or contextual reasoning techniques, to preserve the
intended tone.

3. Negation Handling: Negation handling is another critical issue. The model often loses or
misinterprets negations, leading to claims with the opposite meaning. For instance, "The US is not
a part of the ICC” was normalized as "The US is a part of the ICC"—altering the original message.
To address this, integrating a negation detection module could preserve the integrity of negated
statements.

4. Complex Sentence Handling: The model tends to simplify complex sentences, resulting in
partial or under-specified normalization. While this improves readability, important context can
be lost. For instance, multi-clause sentences like “Though the US is not part of the ICC, it could
still be investigated if the crime happened in an ICC member country” were simplified too much.
Incorporating a dependency parsing layer or a sentence simplification algorithm can help retain
complex structures while ensuring clarity.

5. Multilingual Noise: The multilingual nature of social media content poses significant challenges.
The model struggles to preserve context and cultural nuances, particularly in posts with slang
or mixed languages. For example, the Filipino phrase “Legit ba toh??” loses its cultural meaning
when normalized. Using multilingual transformers such as mBERT or XLM-R could improve
performance by capturing linguistic diversity and contextual subtleties in multi-language content.

These error patterns highlight key areas for improvement. Specifically, enhancing negation handling,
sarcasm detection, multilingual robustness, and preserving contextual nuances could significantly
increase the accuracy and trustworthiness of claim normalization models. These improvements will
help adapt the system for real-world applications like automated fact-checking, where precision and
contextual integrity are crucial.

9. Conclusion

This paper addresses the critical issue of misinformation detection on social media by focusing on the
Claim Extraction and Normalization task at CLEF 2025. We propose a novel approach that leverages a
fine-tuned BART-Large transformer model to automatically extract and normalize factual claims from
noisy, user-generated content. Our method outperforms other transformer-based models, including
T5-Small and Pegasus, achieving the highest METEOR score of 0.3098, demonstrating its superior
performance in transforming informal social media posts into clear, concise, and verifiable claims.

The results underscore the importance of model scale and task-specific fine-tuning in achieving high-
quality claim normalization. Additionally, our methodology, which involves careful data preprocessing,
mixed-precision optimization, and beam search decoding, significantly improves the fluency and fidelity
of the normalized claims, making them suitable for downstream fact-checking systems.

Despite these successes, several challenges remain, particularly in handling sarcasm, negation, and
the multilingual noise inherent in social media data. Error analysis revealed issues such as over-
normalization, where critical qualifiers were lost, and difficulties in handling culturally specific ex-
pressions. These limitations highlight the need for future improvements, such as incorporating better
contextual understanding, improved handling of negation, and enhanced multilingual robustness.

Beyond these technical challenges, it is crucial to consider the ethical implications of deploying
automated misinformation detection systems. Automated fact-checking systems must be accurate and



transparent, ensuring that their outputs are both reliable and verifiable. Misleading or incorrect outputs
could have significant social consequences, especially in politically sensitive contexts or public health
matters. Therefore, developers must prioritize transparency, human oversight, and accountability in
future iterations of these systems.

10. Future Works

Future work on this task will focus on addressing the limitations identified in the current study and
expanding the scope of claim extraction and normalization. Some key directions for future research
include:

- Handling Sarcasm and Negation More Effectively: One of the key challenges identified was
the model’s difficulty in handling sarcasm and negation. Further work could involve incorporating
specialized sentiment analysis or sarcasm detection modules to help the model distinguish between
literal and figurative language, which is crucial in social media posts where sarcasm is often used.

« Multilingual Robustness: As social media content is multilingual, it is important to improve the
model’s ability to handle multilingual noise. Future models could explore the use of multilingual
transformers (e.g., mBERT, XLM-R) or domain-specific fine-tuning to handle the linguistic and
cultural diversity of online content more effectively.

« Bias and Fairness: The reliance on large-scale social media data presents potential bias and
fairness concerns. Future work should focus on mitigating biases in the training data to prevent
the model from amplifying social, political, or cultural biases. Techniques such as fairness
constraints during training or expanding the diversity of the dataset can help address these
concerns.

+ Real-Time Misinformation Detection: Real-time application of claim normalization in fact-
checking systems remains a challenge. Future efforts should explore ways to make the model
more computationally efficient, ensuring it can handle large volumes of data while maintaining
high accuracy and speed.

+ Ethical and Social Implications: As automated systems for fact-checking become more
widespread, their ethical implications must be further explored. The role of human oversight
in these systems will be essential to ensure that automated decisions are accurate and socially
responsible. Additionally, ethical frameworks should be developed to address potential misuse or
errors in the system.

+ Cross-Domain Claim Normalization: While this paper focuses on social media posts, the
claim normalization approach could be extended to other domains, such as news articles, blogs, or
scientific papers. Future work could explore the effectiveness of the model across diverse types of
content and domains to create a more generalized approach for claim extraction and verification.

In summary, addressing these challenges will significantly improve the robustness and scalability
of the claim extraction and normalization system. By enhancing multilingual capabilities, tackling
ethical concerns, and improving model efficiency, the proposed approach could become a valuable tool
in combating misinformation on a global scale. These future directions will pave the way for more
accurate, inclusive, and real-time misinformation detection systems that can be deployed across various
platforms and domains.
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