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Abstract

This paper presents VerbaNexAI's submission to Task 4a of the CheckThat! 2025 Lab, which focuses on the
identification of scientific discourse in English-language tweets. We propose a multi-label classification approach
based on a fine-tuned DeBERTa-v3 model, optimized through stratified cross-validation, threshold calibration
using precision-recall curves, and ensemble prediction with soft-voting. Our system ranked 2nd overall in the
official leaderboard with a macro-averaged F1 score of 0.7983 and achieved the top F1 score (0.8133) in Category
1 (scientific claims), demonstrating strong performance in detecting verifiable assertions in noisy social media
contexts. To address class imbalance and label sparsity, we employed class-specific weighting and threshold
tuning strategies. The final system combines predictions from multiple folds and loss configurations, resulting in
robust generalization. Code, models, and evaluation scripts are publicly available to promote reproducibility and
further research on trustworthy scientific information detection in social platforms.
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1. Introduction

In recent years, the widespread use of social media platforms has transformed the way scientific
information is produced, shared, and consumed. Platforms such as Twitter play a central role in shaping
public discourse on critical scientific issues, including public health, climate change, and technology
policy. However, this rapid dissemination of information also amplifies challenges around the reliability,
credibility, and traceability of scientific claims online. In response, the computational community
has increasingly focused on developing systems to automatically detect, verify, and classify scientific
discourse across social platforms.

The CLEF CheckThat! Lab [1] has emerged as a pivotal benchmark for evaluating such systems.
In particular, Task 4a of the CheckThat! 2025 Lab [2] addresses the detection of scientific discourse
in tweets, grounded in an annotation framework established in prior work such as SciTweets. This
framework introduces a nuanced categorization of science-related content, distinguishing between:
(1) scientifically verifiable claims, (2) references to scientific knowledge, and (3) mentions of scientific
research or context. This task is a multi-label classification challenge complicated by linguistic variability,
domain ambiguity, and class imbalance—factors that mirror the real-world complexity of scientific
communication.
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Based on this foundation, we present a multi-stage pipeline designed to detect scientific discourse
in tweets. Our approach integrates transformer-based architectures, threshold calibration techniques,
and ensemble learning strategies to maximize performance across all three categories. Specifically,
we fine-tuned the microsoft/deberta-v3-base model using stratified 5-fold cross-validation, optimizing
hyperparameters such as learning rate and training epochs. To handle label imbalance, we introduced
class-specific weighting using the BCEWithLogitsLoss function and applied precision-recall-based
threshold tuning per label. We produced final predictions through a soft-voting ensemble of the top-
performing models. Unlike previous approaches that relied on heuristic sampling or simpler classifiers,
our system emphasizes careful optimization and generalization.

We trained solely on the official ct-train.tsv dataset, without external corpora or retrieval augmenta-
tion, thereby validating its robustness in a constrained but realistic setting. Importantly, we did not
employ additional pretraining, zero-shot methods, or rule-based heuristics. It highlights the strength of
focused fine-tuning and calibration.

Our system achieved competitive results in the official evaluation of Task 4a. It ranked 2nd overall in
macro-averaged F1-score (0.7983) across all categories. Notably, it obtained the highest F1-score (0.8133)
in Category 1, which focuses on scientifically verifiable claims—arguably the most impactful category
for downstream fact-checking and credibility analysis. These results demonstrate that our approach
not only generalizes well but also excels in the most challenging and socially relevant facet of the task.
This paper documents our system, from data preprocessing and model selection to experimental design
and result analysis. We also reflect on the implications of our design choices and propose avenues for
future research, including multilingual adaptation, external knowledge integration, and explainability
in scientific discourse classification.

2. Tasks and Objectives

The primary objective of our participation in Task 4a of the CheckThat! 2025 Lab was to design a
robust and reproducible system capable of accurately identifying different types of scientific discourse
in tweets. This involved addressing the multi-label nature of the task, optimizing performance across
all three predefined categories: scientifically verifiable claims (C1), references to scientific knowledge
(C2), and mentions of scientific research or context (C3) Table 1 summarizes these three categories.

Table 1
Categories of scientific discourse used in Task 4a.
Category Description
1 - Scientific Claim Scientifically verifiable statements or questions.
2 - Reference Mentions or links to scientific knowledge or publications.

3 - Research Context Mentions of researchers, institutions, or ongoing studies without claims.

We formulated the classification problem as a multi-label task, where each tweet may belong to zero,
one, two, or all three categories simultaneously. The dataset, provided in tabular format with tweets and
corresponding binary vectors (e.g., (0.0, 1.0, 0.0]°), reflects the challenges inherent in analyzing social
media content, including informal language, abbreviations, hashtags, hyperlinks, emojis, and occasional
sarcasm or irony. A significant class imbalance further complicates the task, with a majority of tweets
falling into the “no-category” case (‘[0.0, 0.0, 0.0]°). We evaluated performance using macro-averaged
F1-score across the three categories.

2.1. Main Objectives of Experiments

Our primary goal was to develop a scalable system that achieves high predictive performance across all
three categories while ensuring consistency and reproducibility. Table 2 summarizes the guiding design
principles that structured our approach. Through these objectives, we aim to demonstrate that careful



Table 2
Principles guiding system design.

Step Description

Fine-tune a transformer model to capture scientific language patterns.
Handle class imbalance via weighting and threshold tuning.

Validate with stratified 5-fold cross-validation.

Aggregate predictions using ensemble (soft-voting).

Limit resources to official data and reproducible methods.
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model tuning and architectural design can yield high-quality results in challenging multi-label settings,
even in the absence of auxiliary data or external knowledge sources.

3. Methodology

We built our system for Task 4a of CheckThat! 2025 upon a transformer-based architecture designed
for multi-label classification of scientific discourse in tweets. The overall methodology consisted of
four key stages: data preprocessing, model fine-tuning, threshold calibration, and ensemble integration.
All experiments were conducted exclusively on the English-language training set provided by the
organizers, without incorporating external corpora, retrieval systems, or manually crafted rules. Our
pipeline is illustrated in Figure 1, which outlines the main processing stages.

PR Curve +
Threshold Tuning
(per label)

Raw Tweet DeBERTa Fine-tuned
Text (Input) Tokenizer + Preproc DeBERTa-v3

Predicted Soft-Voting
Multi-label Output Ensemble

Figure 1: System architecture of the pipeline for multi-label scientific discourse detection in tweets. We tokenized
raw tweet text using the DeBERTa tokenizer and fed it into a fine-tuned DeBERTa-v3 model. We passed outputs
through a threshold tuning module (based on precision-recall curves) and a soft-voting ensemble that combines
multiple model predictions. The final output consists of predicted multi-label categories for each tweet.

3.1. Model Architectures

We selected microsoft/deberta-v3-base as the backbone model for our system based on its
empirical performance and architectural advantages over other widely used transformers such as BERT,
RoBERTa, and XLNet. DeBERTa (Decoding-enhanced BERT with disentangled attention) improves upon
BERT-based models by decoupling positional and content-based attention, enabling the model to capture
longer-range dependencies and nuanced phrase structures more effectively. It is particularly beneficial
for scientific discourse, where key information may appear in complex or indirect expressions [3].
Compared to RoBERTa, which enhances BERT with more robust pretraining, DeBERTa additionally
integrates a relative position bias and enhanced mask decoder that improves fine-tuning performance
in sentence-level classification tasks. XLNet, while powerful in autoregressive settings, introduces
increased complexity and instability in multi-label fine-tuning for short-form noisy text such as tweets.



We conducted preliminary ablation experiments with RoBERTa-base and BERT-base on a validation
fold. We observed that DeBERTa-v3 consistently achieved 2-3 F1 points higher on Category 1 (scientific
claims) and showed better calibration across all thresholds. For these reasons, we adopted DeBERTa-v3-
base as the most appropriate foundation for our multi-label tweet classifier.

3.2. Preprocessing

The input data consists of tweets accompanied by binary vectors that indicate the presence or absence
of each of the three target categories. We tokenized the tweets using the Hugging Face implementation
of the DeBERTa tokenizer, with a maximum sequence length of 128 tokens. Special tokens, hashtags,
emojis, and URLs were preserved during tokenization, as these often provide important context in
scientific discourse on social media. No additional text normalization or truncation was applied beyond
the tokenizer’s built-in handling.

To optimize classification performance, we followed a multi-stage training and ensembling strategy
summarized in Algorithm 1. This pipeline involves training two model variants separately: one using
the BCEWithLogitsLoss function with class weights (via the pos_weight parameter) to mitigate
label imbalance, and another using the same loss function without weights. Both variants are trained
using 5-fold stratified cross-validation, and their best-performing checkpoints (based on macro F1-score)
are retained. Final predictions are obtained by applying soft-voting over the outputs of the top models
from each variant.

Algorithm 1 Multi-Stage Fine-Tuning Strategy for Multi-Label Tweet Classification. The pipeline
includes two model variants trained independently—with and without class weights—and combines
their predictions via soft-voting.

Initialize DeBERTa-v3-base model with pretrained weights.
Set training hyperparameters: learning rate, epochs, batch size.
Tokenize tweets using DeBERTa tokenizer (max 128 tokens).
Prepare optimizer (AdamW) and loss function (BCEWithLogitsLoss).
for each fold in 5-fold cross-validation do

Train on four folds and validate on the 5th.

Tune thresholds using precision-recall curve.

Save the best model based on macro F1.
end for
Load top 2 models (with and without class weights).
: Compute soft-voting over prediction probabilities.
: Return final predictions.
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3.3. Training Configuration

We trained the model using the BCEWithLogitsLoss function [4] to accommodate the multi-label
nature of the task. To address class imbalance—particularly the prevalence of negative-only examples
([0, 0, 0])—we applied label-specific positive class weighting via the pos-weight parameter computed
from the training label distribution. We utilized the Paged AdamW optimizer (32-bit) from Hugging
Face Accelerate, incorporating weight decay, and explored three learning rates (1e-5, 2e-5, and 3e-5)
along with training durations of 6, 10, and 12 epochs. The use of stratified cross-validation ensured
that the training folds reflected the class distribution of the original dataset, a common strategy in
multi-label learning tasks [5]. We initially conducted a grid search over three learning rates (le-
5, 2e-5, 3e-5) and epoch counts (6, 10, 12) using the standard AdamW optimizer. However, due to
memory constraints in our Colab environment and instability observed with longer training cycles, we
subsequently switched to the Paged AdamW optimizer provided by Hugging Face Accelerate, which
supports gradient accumulation and mixed precision training. Under this configuration, we observed



that a slightly higher learning rate (2e-4) combined with a shorter cycle of 3 epochs yielded better
generalization performance on validation folds and faster convergence. We empirically validated the
change through multiple runs. We selected the final hyperparameters based on the best macro-averaged
F1 Score obtained during cross-validation. Table 3 reflects these final settings, which diverge slightly
from the initial grid due to optimizer-related changes and runtime constraints. We conducted training
and evaluation using stratified 5-fold cross-validation [5] to ensure balanced label distributions across
folds. Table 3 provides a summary of the final configuration and training parameters used in the
best-performing model. We evaluated model checkpoints using macro-averaged F1-score across the
three categories, consistent with the official task metric.

Table 3
Configuration and training parameters.
Parameter Value
Epochs 3
Training batch size 2
Gradient accumulation steps 2 (to simulate larger batch size under Colab constraints)
Optimizer Paged AdamW 32bit
Learning rate 2e-4

3.4. Threshold Calibration and Ensemble

We found that default sigmoid thresholds of 0.5 are suboptimal due to class imbalance and skewed
prediction probabilities. To address this, we applied threshold tuning [6] per class using the precision-
recall-curve function from sci-kit-learn, selecting the threshold that maximized the F1-score on each
validation fold for each label independently. Finally, we constructed an ensemble [7] by combining the
two best-performing models—one trained with class weighting and one without—using soft-voting over
the predicted probabilities. This approach stabilized predictions and improved generalization on the
test set. We implemented all model components using PyTorch and Hugging Face Transformers.

3.5. Implementation Details

All experiments were implemented in Python using Hugging Face’s Transformers and Accelerate
libraries along with PyTorch 2.0. The training was conducted in Google Colab using a single NVIDIA
Tesla T4 GPU with 16 GB of VRAM. Each fold in the 5-fold cross-validation required approximately
35 minutes to complete, including both the training and validation phases. We used mixed-precision
training (£fp16) to reduce memory usage and accelerate computation. We executed the full training
pipeline within Linux-based virtual environments, utilizing CUDA 11.8 support.

4. Results

We evaluated the model on the official test set (ct-test.tsv) provided by Task 4a in CheckThat! 2025.
Final predictions were submitted via Codalab and assessed using the task’s primary evaluation metric:
macro-averaged F1-score across the three target categories [6].

4.1. Development Results

Table 4 presents the cross-validation performance on the training set using 5 folds. The ensemble model
showed consistently higher F1-scores, especially for Category 1.



Table 4
5-Fold Cross-Validation Results on ct-train.tsv

Model Variant C1F1 C2F1 C3F1

DeBERTa (weighted) 0.8014 0.7812 0.7880
DeBERTa (non-weighted)  0.7923  0.7691  0.7755
Ensemble (soft voting) 0.8133 0.7908 0.8009

4.2. Official Evaluation Results

The final predictions on the test set submitted to the Codalab platform yielded the following macro-F1
scores:

+ Overall macro-F1: 0.7983

« Category 1(C1): 0.8133 (Ranked 1st among all participants)
« Category 2 (C2): 0.7841

« Category 3 (C3): 0.7976

Our system ranked 2nd overall and achieved the highest score in the most critical category for
scientific verification: scientifically verifiable claims (C1). These results demonstrate the effectiveness
of our multi-stage fine-tuning and ensemble strategy, particularly in distinguishing scientific claims
(Category 1), where our system achieved the highest ranking. All code, model checkpoints, and training
scripts used in this study are publicly available at our GitHub repository [8]

4.3. Comparison to Baseline

Compared to the official baseline provided by the organizers, which achieved an overall F1 of 0.718,
our approach improved macro-F1 by approximately 8%. Key factors contributing to this improvement
include threshold calibration and ensemble integration.

5. Analysis of the Results

The results from the official evaluation reveal distinct performance patterns across the three classification
categories. Our system achieved its highest F1-score in Category 1 (Scientific Claims), reaching 0.8133.
This strong result likely stems from the model’s capacity to identify explicit, verifiable assertions
that align structurally and semantically with scientific discourse. Tweets in this category frequently
feature recognizable linguistic markers—such as causal constructions, statistical phrasing, or study
citations—that are effectively captured through contextual encoding by transformer architectures [5].

5.1. Performance per Category

The results obtained in the official evaluation reveal important distinctions in performance across the
three target categories. We achieved the highest F1 score in Category 1 (Scientific Claims), with a system
score of 0.8133. We can attribute this strong performance to the model’s ability to capture explicit,
verifiable assertions that are often more structurally and semantically aligned with scientific language.
Many of these tweets contain indicative patterns—such as causal statements, statistical language, or
references to studies—that benefit from contextual encoding in transformer architectures [5].

In contrast, Category 2 (References) yielded the lowest F1-score (0.7719) among the three. This
category includes both direct and indirect references to scientific sources, which can be subtle, implicit,
or dependent on external knowledge (e.g., recognizing that a link points to a scientific repository) [9].
Tweets in this category often present ambiguity or lack sufficient textual cues to signal a reference
reliably. Since we trained the system solely on tweet text without leveraging metadata or external link
resolution, it may have missed signals necessary to capture this label fully. The inclusion of explicit



features, such as DOIs, paper titles, or domain-specific cues, could improve classification precision in
future iterations.

Category 3 (Research Context), with an F1-score of 0.8098, reflects a middle ground in difficulty.
Tweets labeled under this class often refer to researchers, institutions, or ongoing studies without
making verifiable claims or citing specific resources. The model’s performance suggests it effectively
learned to identify institutional or contextual phrases (e.g., "new study from," "Harvard researchers,'
"ongoing trials"), which likely served as discriminative features.

5.2. Effect of Calibration

The inclusion of threshold tuning per label, using precision-recall curves, had a notable positive effect,
particularly in balancing recall and precision for the less-represented categories. Similarly, class-specific
weighting via the pos-weight parameter helped reduce the bias toward the dominant no-label class ([0,
0, 0]), ensuring the model remained sensitive to minority classes.

5.3. Observed Limitations

While the system demonstrated overall robustness, several limitations persist. Tweets exhibiting sarcasm,
fragmented phrasing, or lacking explicit linguistic cues proved especially difficult to classify reliably. In
particular, short tweets that only contained links, emojis, or hashtags often lacked sufficient contextual
signals to support confident categorization. These were especially problematic in distinguishing between
Category 2 (Reference) and Category 3 (Context), as both may mention research implicitly but differ in
intent.

Furthermore, Category 2 presented persistent ambiguity, as references to scientific knowledge were
often made implicitly through hyperlinks or vague mentions (e.g., "see this" or "the study shows")
without explicit citations or domain indicators. Since our system relied solely on tweet text and excluded
metadata or link resolution, it struggled to infer whether such tweets truly referenced scientific sources.
For example, the lack of URL domain analysis (e.g., arxiv.org, pubmed.ncbi.nlm.nih.gov) limited the
model’s ability to detect indirect references.

Additionally, our approach did not incorporate conversational or user-level features—such as quote
tweets, thread continuity, or reply context—which could clarify meaning in multi-tweet exchanges. As
a result, label predictions occasionally failed to capture implicit discourse continuity. Future iterations
may benefit from integrating URL resolution, external knowledge bases, or discourse-aware modeling
strategies to improve robustness in real-world social media scenarios.

6. Perspectives for Future Work

The competitive performance achieved in Task 4a highlights clear directions for enhancing the system’s
capabilities. While the current approach relies solely on tweet text and supervised fine-tuning, future
iterations can integrate architectural, contextual, and multilingual improvements. Below, we outline
four specific enhancements, their rationale, and the implementation paths.

1. Integration of Resolved URLs and Domain Signals. Many tweets in Category 2 implicitly
reference scientific content through shortened links. To address this, we plan to incorporate a URL
resolution pipeline using tools such as newspaper3k or tldextract, which enables the extraction of
domain names (e.g., pubmed.ncbi.nlm.nih. gov, arxiv.org) and page metadata. We can encode
these features as auxiliary embeddings or categorical indicators within the model. Implementation will
require API access and preprocessing routines for link expansion.

2. Discourse-Aware and Contextual Modeling. The current model treats each tweet inde-
pendently, which limits its ability to capture implicit context. Future versions will utilize discourse
structures, such as tweet threads, quote-retweets, and user reply chains, via the Twitter APL. We aim to
explore hierarchical models (e.g., HierBERT) and contrastive learning approaches to encode inter-tweet
dependencies better.



3. Multilingual Adaptation. Given the global nature of science communication, extending the
classifier to support additional languages is a priority. We plan to adapt multilingual transformer
models such as XLM-R and mDeBERTa, with a focus on Spanish and Portuguese. It will involve
collecting a parallel annotated corpus following the SciTweets schema, possibly through partnerships
with fact-checking organizations in Latin America or through crowdsourcing platforms.

4. Explainability and Transparency. To foster model interpretability, we intend to integrate
explainability tools such as BertViz, exBERT, SHAP, or Integrated Gradients. These tools can visualize
attention weights or saliency scores, helping users understand model decisions—particularly in ambigu-
ous or borderline cases. We release all code, model checkpoints, and training logs as open-source via
GitHub and track them through Weights & Biases. These efforts aim not only to enhance classifica-
tion performance but also to support reproducibility, trust, and community collaboration in scientific
discourse detection.
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