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Abstract
The increasing prominence of scientific discourse on social media platforms presents both unprecedented
opportunities for public engagement and significant risks of misinformation. While scientific claims, references
to publications, and mentions of research entities proliferate rapidly, current platforms lack robust mechanisms to
validate their veracity or trace implicit sources. Manual identification and sourcing of such content is impractical
at scale, and although computational methods exist for generic fact-checking or citation retrieval, they often
fail to address the unique challenges of noisy, abbreviated social media language – particularly the detection of
nuanced scientific discourse and the retrieval of publications from implicit, non-URL references. In this paper,
we propose a unified framework tackling two critical tasks: (1) detection of scientific web discourse, where
we identify tweets containing scientific claims, references or research entities, using a combination of natural
language augmentation and supervised learning; and (2) source retrieval for scientific claims, employing a
two-stage dense retrieval and re-ranking pipeline to link implicit mentions of sources to their actual publications
from candidate pools. Our multi-stage architecture first filters and classifies scientific content, then prioritizes
and resolves latent citations. Evaluations on a curated dataset provided by the CLEF-2025 CheckThat! Lab
demonstrate the effectiveness of our approach, achieving significant improvements across both tasks. This work
provides essential tools for automating scientific credibility assessment and aiding the verification of scientific
information in online ecosystems.
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1. Introduction

It is increasingly evident that scientific discourse now permeates the fabric of social media [1, 2],
offering transformative potential for public engagement while simultaneously amplifying the risks of
misinformation [3] – including (but not limited to) acts of selective omission [4], fear-mongering [5],
and use of misleading contexts [6]. For the average user, social media platforms like Twitter/X have
become conduits for encountering scientific claims, references to publications, and mentions of research
entities. Discerning the veracity and validity of such content remains daunting, however. Users
naturally gravitate toward information confirming their existing beliefs [7, 8], and this confirmation
bias, compounded by the breakneck speed of scientific information diffusion, creates fertile ground for
unverified claims to proliferate as accepted facts [9]. While correcting cognitive biases is a profound
societal challenge, gleaning the scientific validity of claims being shared offers a more pragmatic path
forward, where progress can be objectively measured.

Comprehensive manual validation of scientific discourse is infeasible at social media scale. Compu-
tational approaches have emerged, yet existing solutions remain inadequate. Prior work in generic
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fact-checking often overlooks scientific nuance, while citation retrieval systems typically rely on explicit
URLs or DOIs [10] – failing to address the prevalence of implicit, unstructured references (e.g., “a recent
Nature study shows . . . ”). Early studies – e.g., Levy et al. [11] and Cazalens et al. [12] – focused on
coarse-grained claim detection but lacked mechanisms to prioritize content or resolve latent sources.
Subsequent efforts made significant progress by ranking the “check-worthiness” of claims [13, 14, 15],
and employed increasingly sophisticated models for citation matching [16, 17]. Yet, they often struggled
with the shifting landscape of social media lexicon and the unique brevity seen on such platforms [18].
Critically, the synergistic tasks of detecting scientific discourse and retrieving its implicit sources remain
underexplored, with no unified framework addressing both. The CLEF CheckThat! Lab’s earlier datasets
were pioneers in identifying significant gaps in handling scientific specificity and source ambiguity [19].

In this work, we bridge this divide by proposing an integrated pipeline for scientific information
curation. Unlike prior methods constrained by narrow scope of domain or dataset, our approach
leverages natural language augmentation and dense retrieval to confront the dual challenges of noisy
context and implicit references. We focus on two pillars: (1) detecting scientific web discourse –
identifying tweets containing claims, publication references, or research entities; and (2) retrieving
sources for scientific claims – linking implicit mentions to actual publications via candidate pools.
Our architecture deliberately prioritizes scalability and robustness, filtering scientific content before
resolving its provenance. We use the task formulation, data, and evaluation framework provided by the
fourth task of CLEF-2025 CheckThat! Lab, viz., Scientific Web Discourse [20].

2. A Quick Overview of Tasks and Dataset

Task 1 : Scientific Web Discourse Detection: This task focuses on identifying scientific content
within social media posts by detecting three key elements: (1) explicit scientific claims, (2) references to
research publications or studies, and (3) mentions of scientific entities like researchers or institutions.
It addresses the critical challenge of distinguishing authentic scientific discourse from general online
conversations, particularly in high-impact domains like COVID-19 and climate change where misinfor-
mation risks are elevated. Current research is hindered by inconsistent definitions of science-related
content and a scarcity of annotated data to train detection models.

Task 2 : Scientific Claim Source Retrieval: This complementary task tackles the problem of linking
implicit scientific references in social media to their source publications. Given tweets mentioning
research without direct URLs or identifiers, the goal is to accurately retrieve the referenced papers
from candidate pools. This addresses a key verification bottleneck in online scientific discourse, where
informal mentions (e.g., “a recent Harvard study shows . . . ”) lack traceable citations yet require validation
against original research to combat misinformation. The absence of standardized datasets for implicit
citation resolution remains a significant research gap.

Datasets: The dataset construction reflects the complexity of real-world scientific social media dis-
course, with tweet texts deliberately paraphrased for compliance while preserving linguistic authenticity.
For the first task, the corpus comprises 1,229 training samples, 137 development samples, and 240 test
instances, with each tweet annotated using binary labels across the three target categories. The evalua-
tion employs macro-averaged 𝐹1-scores to account for class imbalance inherent in scientific discourse
detection. The second task leverages the CORD-19 publication database as its candidate pool, containing
comprehensive metadata including study titles, abstracts, venues, and author information. Training
instances consist of tweet-publication pairs where implicit references (e.g., “published in Nature” or
“recent Stanford research”) must be resolved to specific papers identified by CORD IDs. Performance
assessment utilizes Mean Reciprocal Rank at 5 (MRR@5), emphasizing the practical importance of
surfacing correct sources within top-ranked results for human verification workflows.



3. Methodology: Scientific Web Discourse Detection

3.1. Data Preparation and Augmentation

To address data scarcity and enhance linguistic diversity, we employed DeepSeek-R1 [21] for paraphrase-
based augmentation, effectively doubling the original training set to 2,369 samples. To mitigate class
imbalance, we implemented two complementary strategies: (i) preservation of all positive samples,
containing at least one scientific indicator, and (ii) random undersampling of 50% of negative samples
(no scientific indicators). This yielded a balanced subset of 1,663 samples for initial experiments. The
full augmented corpus was reserved for cross-validation studies.

3.2. Model Architecture and Training Framework

We adopted DeBERTa-v3-large [22, 23] as our base architecture for its superior contextual representation
capabilities, appending a multi-label classification head with three sigmoid-activated outputs corre-
sponding to our target classes: (i) scientific claims, (ii) study/publication references, and (iii) scientific
entity mentions. All layers remained unfrozen during fine-tuning to enable full domain adaptation.

Loss function formulation: To tackle the remaining class imbalance, the multi-label facet of this
task, as well as to address learning from hard examples, we employed focal loss [24] in two sets of
experiments: (1) with fixed 𝛼 parameters, set to 0.7 for each one of the three classes; and (2) with
dynamic weights, where 𝛼 parameters are dynamically computed based on the class distribution of the
fully augmented training data.

In both sets of experiments, we use a fixed 𝛾 = 2. On the other hand, the class-adaptive 𝛼 weights,

𝛼𝑘 =
total samples

num classes × freq(𝑦𝑘)
,

is a scaling that inversely weights each class by its occurrence frequency, thereby increasing penalty for
minority classes. For the second strand of experiments, these values are recomputed per epoch based
on current batch statistics.

Training protocols: Three training paradigms were progressively explored:
1. single-model training on under-sampled data (1,663 samples) with fixed 𝛼 = 0.7 for each class;
2. fully augmented data training on the augmented corpus (2,369 samples) with dynamic 𝛼

recomputation; and
3. stratified 5-fold cross-validation with fold-specific dynamic computation of 𝛼 weights.

All runs used the Adam optimization with linear warm-up and cosine decay. The key hyperparameters
included a batch size of 16 (undersampled) and 8 (fully augmented data); a learning rate 𝜂 = 2× 10−5

for fixed-𝛼, and 𝜂 = 1× 10−5 for dynamic 𝛼; and early stopping criteria where the best checkpoint
was selected by the highest macro-𝐹1 score on validation data.

Threshold optimization strategy: Given the multi-label nature of the task, we replaced the default
0.5 decision threshold with a systematic per-class optimization:

(1) we generated precision-recall curves for each class, and
(2) identified probability thresholds maximizing 𝐹1 scores, done as follows:

𝜏*𝑘 = argmax
𝜏

(︂
2 · 𝑃𝑘(𝜏) ·𝑅𝑘(𝜏)

𝑃𝑘(𝜏) +𝑅𝑘(𝜏)

)︂
,

where 𝑃𝑘 and 𝑅𝑘 denote class-𝑘 precision/recall at threshold 𝜏 .



Cross-validation ensemble: For our final architecture, we implemented a 5-model ensemble by:
1. training five independent DeBERTa-v3-large instances on mutually exclusive folds;
2. performing inference via logit averaging:

𝑦
(𝑒𝑛𝑠)
𝑖 = 𝜎

⎛⎝1

5

5∑︁
𝑓=1

logits
(𝑖)
𝑓

⎞⎠ ; and

3. applying class-specific threshold optimization to ensemble probabilities.

3.3. Evaluation framework

Model performance was assessed using macro-averaged 𝐹1 across all classes, with complementary
analysis of per-class precision/recall. All thresholds were optimized exclusively on the development set
to prevent data leakage. The final benchmark was the test set available from the CLEF-2025 CheckThat!
Lab’s scientific web discourse task [20].

4. Methodology: Scientific Claim Source Retrieval

In this task, given a tweet containing an implicit reference to a scientific publication (without URL
identifiers), we frame source retrieval as a ranking problem over candidate papers. Our solution employs
a two-stage pipeline:

1. a dense retrieval step for efficient candidate screening from a large pool of publications; and
2. a neural re-ranking step for precision-guided refinement of top candidates.

4.1. Dense Retrieval

The embedding model: We used the Snowflake/snowflake-arctic-embed-l-v2.0 [25] dense retriever
to encode both tweets and research papers. Instead of the entire article, only the concatenation of title
and abstract were used to represent the input. On the other hand, tweets were represented by their
raw text, with casing and punctuation preserved. We used cosine distance between L2-normalized
embeddings as the similarity metric.

Training optimization: We split the data into 85% for training and 15% for evaluation, with fixed
random seed for reproducibility. This deviation from the original training-evaluation split in the dataset
was done to allow for an expansion of the training set and better focus on improving training accuracy
while minimizing overfitting. It is worth noting that the final evaluation of the system was conducted
on a completely separate test set

Our negative sampling strategy constructs informative triplets by combining one positive paper with
nine strategically selected negatives per query: retrieval hard negatives (top-ranked incorrect papers
from initial retrieval), semantic hard negatives (high-similarity non-relevant papers identified through
paper-paper similarity queries), and soft negatives (contextually relevant papers ranked below position
5 in initial results). We employ a fixed ratio of 3:3:3 for these three types of negatives, ensuring the
model learns to distinguish subtle differences between correct matches and challenging distractions at
multiple relevance tiers.

4.2. Neural Re-ranking

The re-ranking phase employs a cross-encoder architecture based on ms-marco-MiniLM-L4-v2,1

which processes tweet-paper pairs through concatenated input sequences formatted as
[CLS] tweet [SEP] paper_text [SEP]. We preserve raw text casing and punctuation

1https://huggingface.co/cross-encoder/ms-marco-MiniLM-L4-v2

https://huggingface.co/cross-encoder/ms-marco-MiniLM-L4-v2


Figure 1: System architecture for the retrieval of sources for scientific claims.

Table 1
Macro-average 𝐹1 and per-category 𝐹1 shown for scientific web discourse detection.

Model Macro-avg 𝐹1 Categories

Scientific Claim Study Reference Scientific Entities

deberta_v3_large (test) 0.7917 0.7642 0.7731 0.8377
deberta_v3_large (dev) 0.9208 0.8936 0.9412 0.9275

while applying strict 512-token truncation—deliberately avoiding lemmatization or normalization to
maintain linguistic authenticity. This architecture outputs a continuous relevance score ∈ [0,1] for
each candidate pair. To balance recall and MRR objectives, we re-rank only the top-20 candidates from
the dense retriever—a cutoff empirically determined to optimize positional sensitivity while avoiding
diminishing returns from deeper list exploration.

Baseline implementation and experimental setup: For comparative evaluation, we implemented
sparse retrieval baselines (BM25/BM25+) with full preprocessing pipelines comprising the removal
of function words, stemming, punctuation stripping, and then indexing complete paper texts (title +
abstract). We further tested hybrid pipelines combining BM25 with TinyBERT2 re-rankers and sentence-
transformers with cross-encoders. All experiments were conducted on NVIDIA A100 GPUs using
consistent evaluation protocols. The dense retriever (Snowflake-arctic) generated 1024-dimensional
embeddings via SentencePiece tokenization, while the cross-encoder used WordPiece tokenization
and was fine-tuned with AdamW optimization featuring 500-step linear warmup—ensuring stable
convergence during relevance refinement.

5. Results and Analysis

5.1. Scientific Web Discourse

The empirical performance details for scientific web discourse detection are shown in Table 1. Our
systematic experiments reveal critical insights into optimizing scientific discourse detection. The
initial approach — combining DeepSeek-R1 paraphrase augmentation with strategic under-sampling
of negative samples (reducing the training set to 1,663 samples), DeBERTa-v3-large fine-tuning, Focal
Loss (fixed 𝛼 at 0.7 and 𝛾 at 2), and per-class threshold optimization — achieved a strong macro-F1 of
0.8849. Our result with adaptive decision boundaries is a significant 5.51% improvement over using the
fixed default threshold (the latter yields a macro-F1 score of 0.8298).
2https://huggingface.co/cross-encoder/ms-marco-TinyBERT-L2
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Table 2
Initial ranking of scientific sources.

Model Evaluation MRR Test MRR

BM25 0.623 0.513
BM25+ 0.625 0.516
sentence-transformers/multi-qa-mpnet-base-cos-v1 0.529 0.470
Lajavaness/bilingual-embedding-large 0.643 0.562
Snowflake/snowflake-arctic-embed-l-v2.0 0.685 0.575

However, expanding to the full augmented dataset (2,369 samples) with dynamically calculated
𝛼-weights (0.2832, 0.4132, and 0.3036) yielded a slight reduction in performance (0.8615 macro-𝐹1),
suggesting that the benefits of additional data volume in this configuration are outweighed by the
curated class balance with undersampling.

The most substantial gains emerged from our ensemble strategy: 5-fold cross-validation on the full
augmented dataset with fold-specific dynamic 𝛼-weighting, followed by logit averaging and threshold
optimization. This approach achieved a state-of-the-art macro-𝐹1 of 0.9208, a 3.6% absolute improve-
ment the best single-model result. The optimal thresholds (0.74, 0.21, 0.41) revealed class-dependent
sensitivity patterns, with scientific claims requiring higher confidence thresholds than publication
references. Once again, default thresholding degraded ensemble performance — to 0.8595, underscoring
that threshold optimization remains indispensable even for sophisticated architectures.

These findings collectively confirm that model diversity through cross-validation and adaptive
decision boundaries effectively mitigates variability in linguistic expression and class imbalance inherent
to scientific social media discourse.

5.2. Scientific Claim Source Retrieval

Table 2 reports the results of initial ranking with sparse as well as dense encoders. After exploring
various permutations of function word removal, punctuation removal, lemmatization, and stemming, we
found that the best preprocessing steps consisted of function word removal, stemming, and punctuation
removal. Despite earlier studies showing that removal of function words do not significantly affect
retrieval with sparse encoders [26], our results indicate that affects downstream performance. In the
two sparse encoders used in our experiments, BM25+ showed only marginal improvements over BM25,
and hyperparameter tuning did not significantly change retrieval scores.

Among the sentence transformer bi-encoder models evaluated, multi-qa-mpnet-base-cos-v1 —
a dense representation designed for semantic search — emerged as the top performer, though notably
still underperforming compared to traditional sparse retrieval methods. Other bi-encoders, including
all-MiniLM-L12-v2, multi-qa-distilbert-cos-v1, and all-distilroberta-v1, achieved
marginally lower but comparable results, confirming a consistent performance gap relative to non-neural
baselines. SciBERT [27] proved particularly unsuitable for this task, likely due to its domain-specific
pretraining prioritizing classification objectives over semantic alignment capabilities essential for
retrieval. This performance pattern highlights a critical architectural limitation: standard bi-encoders
struggle to capture the nuanced query-document relationships required for implicit citation resolution.

In contrast, Snowflake/snowflake-arctic-embed-l-v2.0, which employs separate specialized
encoders for queries and documents, demonstrated superior effectiveness. This suggests that asymmetric
embedding spaces better accommodate the structural disparity between conversational tweets and
formal scientific text.

Results of the second stage of the retrieval pipeline — neural re-ranking — are shown in Table 3. The
neural re-ranking results demonstrate a clear performance advantage for the dense retrieval pipeline.
When paired with the ms-marco-MiniLM-L4-v2 cross-encoder, the dense retriever achieved sub-
stantially higher MRR scores (Evaluation: 0.77, Test: 0.65) compared to the sparse retrieval approach
with ms-marco-TinyBERT-L2-v2 cross-encoder (Evaluation: 0.68, Test: 0.55). This 12-13% relative



Table 3
Results of neural re-ranking with cross-encoders.

Model Dev MRR Test MRR

Sparse + cross-encoder/ms-marco-TinyBERT-L2-v2 0.68 0.55
Dense + cross-encoder/ms-marco-MiniLM-L4-v2 0.77 0.65

improvement across both evaluation phases highlights the effectiveness of dense embeddings in
capturing semantic relationships between implicit tweet references and candidate papers. The perfor-
mance gap between evaluation and test sets (approximately 0.12 MRR points for both configurations)
suggests consistent generalization behavior, though further analysis would be needed to characterize
the distribution shift. These results validate our architectural choice of dense retrieval coupled with
moderate-sized cross-encoders for optimal precision-recall balance in scientific source resolution.

5.3. Comparative Evaluation

Compared to other systems participating in the CheckThat! Lab at CLEF 2025, our scientific discourse
detection method using ensemble DeBERTa models with adaptive thresholding secured the fourth
position, with 79.17% macro-F1 score. This is the aggregate score across three categories of discourse:
scientific claims, reference to scientific knowledge, and mention of scientific research context. Our
approach had a relatively poor performance in the first category, with 76.42% marco-F1, but a competitive
macro-F1 score of 77.31% in the second category. Our approach excelled in detecting mentions of
scientific research context, topping the leaderboard with a macro-F1 of 83.77%.

In the second task of source retrieval for implicit scientific claims, our approach based on Snowflake-
Arctic dense retrieval and MiniLM cross-encoder re-ranking reported the MMR@5 score of 0.65, securing
the 5th position (out of 30 participants) in the leaderboard.

6. Conclusion and Future Work

Our work establishes an effective framework for combating scientific misinformation on social media
through two synergistic capabilities: (1) precise detection of scientific discourse in tweets via ensem-
ble DeBERTa models with adaptive thresholding; and (2) robust source retrieval for implicit claims
using Snowflake-Arctic dense retrieval and MiniLM cross-encoder re-ranking. The integration of
strategic negative sampling, dynamic loss weighting, and logit ensemble methods proved critical in
overcoming linguistic noise and class imbalance. This pipeline provides essential infrastructure for
downstream credibility assessment, demonstrating that nuanced scientific communication patterns can
be computationally modeled with high precision.

We see three promising avenues for future developments. First, extending detection to multi-modal
content (images/videos containing scientific claims) would address growing visual misinformation
vectors. Second, developing domain-adaptive retrieval that dynamically adjusts to emerging scientific
fields could prevent vocabulary obsolescence. Third, creating real-time distillation techniques to
compress our ensemble architecture would enable deployment at scale. In conjunction to these avenues,
ethical frameworks for automated credibility scoring require careful development to prevent algorithmic
bias while maintaining scientific rigor. These advancements would transform our pipeline from a
research tool into a practical safeguard for digital scientific discourse.
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