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Abstract
CLEF SimpleText 2022 lab focuses on developing effective systems to identify relevant passages from a
given set of scientific articles. The lab has organized three tasks this year. Task 1 is focused on passage
retrieval from the given data for a query text. These passages can be complex and hence require further
simplification to be carried out in tasks 2 and 3. The BioNLP research group at the Indian Institute
of Science Education and Research Bhopal (IISERB) in collaboration with two different information
retrieval research groups at IISER Kolkata and ISI Kolkata participated only in Task 1 of this challenge
and submitted three runs using three different retrieval models. The paper explores the performance of
these retrieval models for the given task. We used a standard BM25 model as our first run to identify
1000 relevant passages for each query. Moreover, the passages for each query were ranked based on
their similarity scores generated by the BM25 model. For our second run, we used a BERT (Bidirectional
Encoder Representations from Transformers) based re-ranking method, called as Mono-BERT to further
rank the 1000 passages retrieved by our first run for each query. A pre-trained sequence to sequence
model based re-ranking method, called MonoT5 was used as our third run to reorder the 1000 passages
retrieved by the Mono-BERT model for each query. As the official results of this task are not yet
announced, we cannot explore the performance of our submissions. However, we have manually checked
the retrieved results of many queries for each run, which indicate that the performance improved from
run 1 to run 2 and further to run 3.
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1. Introduction

Scientific articles are often hard to understand as they require significant background knowl-
edge of certain areas and use tricky terminology. Thus automatic simplification of scientific
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text is a challenge although there have been some recent efforts in this direction [1]. The
SimpleText shared-task at CLEF 2022 is an initiative in this spirit [1]. The goal is to create
a concise summary of several scientific documents for a given query which provides a syn-
opsis regarding a specific topic. The classical text retrieval methods are typically designed
to identify whole documents that are relevant to a given query [2]. In these techniques, the
relevance between a document and the given query is determined based on the presence of
query words and phrases in the documents regardless of the location or proximity of them
within the document [2, 3]. As the classical information retrieval methods identify whole
documents for a query instead of a concise summary of those documents, the same may not
be useful for text simplification. An alternative approach is to consider each document as a
set of passages and to compute the similarity of each passage to the query [2, 4, 5], where a
passage is a contiguous block of text in the original document. The passages retrieved in this
way from different documents can then be ranked based on the order of relevance with the query.

Classical document similarity methods such as BM25 or language model can be employed
for passage retrieval methods as well where the similarity between a query and a passage
can be computed based on lexical matching and frequency of common terms in query and
passages following a bag of words (BOW) approach [3, 6, 7, 8]. However, this type of BOW
approaches may suffer from the traditional vocabulary mismatch problem due to the use of
different vocabularies by the query creator and the passage writer. Further, these models cannot
capture the semantic similarity between a passage and a query, e.g., those passages that have
few common terms but have a set of terms with the same meaning as the query will get a low
similarity score and hence, they will be ranked lower in the ranked list [6].

As an advancement of the model, embedding based models have become popular in the
past few years where significant improvements are observed by embedding based models over
the BOW models [9]. In the recent years, the transformer based methods leverage the con-
textualized representation produced by deep language models to identify semantic relevance
between a query and a passage such as BERT (Bidirectional Encoder Representations) [10, 11]. A
recent model developed in this spirit is the Mono-BERT model [12], which takes query-passage
pairs as the input of BERT and the similarity scores are computed based on the contextualized
token representation [6]. The Mono-BERT and its variants [12, 11, 6] have demonstrated better
performance than BOW based models on passage ranking tasks.

The SimpleText lab at CLEF 2022 has organized three shared tasks this year regarding sci-
entific text simplification. The first task is focused on passage retrieval from the given corpus
for a query text. These passages can be complex and hence require further simplification to be
carried out in the scond and third tasks. However, we, the BioNLP research group at the Indian
Institute of Science Education and Research Bhopal (IISERB) in collaboration with two different
information retrieval research groups at IISER Kolkata and ISI Kolkata participated only in
Task 1 of this challenge and submitted three runs using three different retrieval models. The
organizers released the corpus and a set of queries for task 1. We have submitted three runs for
task 1. The standard BM25 model [7] was used as our first run to identify 1000 relevant passages
for each query. The passages retrieved for each query were ranked based on their similarity



scores generated by the BM25 model. The Mono-BERT model [12] was used as the second run,
which further re-ranks the 1000 passages retrieved by our first run for each query. As a third
run, we used the MonoT5 model [11], which is a pre-trained sequence to sequence model based
re-ranking method. This model reorder the 1000 passages retrieved by the Mono-BERT model
for each query and returned the 100 best passages based on the similarity score. As the official
results of this task are not yet announced, we cannot explore or compare the performance of
our submissions. However, we have manually checked the retrieved results for various queries
for each run which indicate the performance improvement over run 1 by run 2 and further by
the run 3 where MonoT5 based model was used.

The paper is organized as follows. The runs submitted by our team for the first task is
described in section 2. Section 3 presents the analysis of experimental results. Eventually we
conclude with scopes of further works in section 4.

2. Proposed Frameworks

We employ a multistage [11] ranking pipeline for this task. As our first run, BM25 model is
used to rank a set of top 𝑘 documents from the collection. The Mono-BERT model is utilized to
re-rank the 𝑘 top passages returned by the BM25 model, which is submitted as our second run.
The Mono-BERT model [12] encodes query and the documents with BERT [13] based language
model. In Mono-BERT model, BERT is used as a binary classification model, where the output
of the CLS token is passed over to a feed-forward neural network to obtain a probability score
for each query-passage pair. Furthermore, the MonoT5 model is implemented as our third run
over the ranked passages returned by the Mono-BERT model for each query. MonoT5 is based
on the architecture of T5 [14]which is a sequence-to-sequence model that uses a similar masked
language modeling objective as BERT to pre-train its encoder–decoder architecture [15]. As we
do not have explicit relevance information for query-passage pairs, the pre-trained version of
both the models and used here.

3. Experimental Evaluation

3.1. Dataset

The organizers released a DBLP corpus in JSON file format of size 3 GB. The JSON file of
the corpus contains 4894063 entries for different publications. Each entry contain the detail
information of a publication i.e., title, abstract, authors name, year of publication, publisher
name, citation etc. The abstracts of individual publications were considered as individuals
documents. The queries were released in a CSV file, where there are 114 unique queries. The
query id and link from where the query was collected were also given in that file. The objective
was to identify relevant passages for each query from the documents of the corpus.



3.2. Experimental Setup

The collection was indexed with Apache Lucene1. The standard analyzer2 with the default
stopword list was employed. Queries were formulated by appending both the topic and query
text. For implementing the BM25 model in the first run, 𝑘 i.e., the number of passages retrieved
per query was set to 1000. BM25 parameters, specifically 𝑘1 and 𝑏, respectively controlling the
term frequency (𝑡𝑓 ) scaling and the document length normalization, were set to 1.2 and 0.75.
All the other parameters were set to their default values.

Table 1
Performance of Different Teams for Task 1

Team #Topics Avg #Doc. NDCG

5 10 20

CYUT 114 4.9 0.5866 0.5636 0.5536
UAMS 114 95.5 0.3531 0.3776 0.4073
UAMS-MF⋆ 69 2.7 0.3494 0.3328 0.3270
NLP@IISERB 1 30 92.5 0.0605 0.0680 0.0819
NLP@IISERB 2 114 100 0.0503 0.0640 0.0815
NLP@IISERB 3 114 100 0.0467 0.0522 0.0722
⋆ Manual run.

3.3. Analysis of Results

The performance of all the teams participated in task 1 are reported in Table 1 in terms of
normalized discounted cumulative gain (NDCG) [16]. It can be seen from Table 1 that none of
our runs achieve a place among the top three runs of task 1. None of our runs implemented the
text preprocesing techniques like stemming or lemmatization before generating the inverted
index. This may be one of the reasons of poor performance. We used the default parameters of
the Mono-BERT and Mono-T5 models and did not tune different relevant parameters of these
models, which may lead to poor performance. In future, we will focus on addressing these
limitations of the proposed approaches.

4. Conclusion

The objective of SimpleText lab at CLEF 2022 is to involve the researchers to develop models
to generate simplified summary of scientific literature for a given query. We have submitted
three runs for the first shared task of the lab. The runs comprised of the classical BOW based
BM25 models and transformer based Mono-BERT and MonoT5 models to further improve the
performance of BM25 model. The transformer based re-ranking methods have been widely
used for the last few years. Hence we used these models to rearnk the passages retrieved by
the BM25 model for each given query. However, we could not achieve good performance as

1https://lucene.apache.org/
2https://lucene.apache.org/core/8_8_1/core/org/apache/lucene/analysis/standard/StandardAnalyzer.html
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we already mentioned and the same needs to be addressed in future. Moreover, the aim is to
explore the performance of other transformer based method for the given task that have been
widely used for other applications.
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