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ABSTRACT

The results of information retrieval evaluatione aften difficult
to apply to practical challenges. Recent reseantérdst in the
robustness of information systems tries to fa¢ditae application
of research results for practical environmentss faper analyzes
a large amount of evaluation experiments from thesg
Language Evaluation Forum (CLEF). Robustness can
interpreted as stressing the importance of diffitapics and is
usually measured with the geometric mean of théctogsults.
Our analysis shows that a small decrease of pesiocs of bi-
and multi-lingual retrieval goes along with a tremeus
difference between the geometric mean and the geerhtopics.
Consequently, robustness is an important issuecilyefor
cross-language retrieval system evaluation.

Categories and Subject Descriptors
H.3.4 [Information Storage and Retrieval]: Systems and Soft-
ware —performance evaluation.

General Terms
Algorithms, Measurement

Keywords
Cross Language Evaluation Forum (CLEF), evaluaigsues,
Geometric mean

1. INTRODUCTION

Research has established a well accepted methgdmayaluate
information retrieval systems [4]. Neverthelesg ¢liscussion on
appropriate metrics, test design and the humanteffeolved is

ongoing. Evaluation initiatives compare the quatifysystems by
determining the mean average precision for staiziad
collections and topics as descriptions of inforomatneeds. The
relevant documents for the topics are assessedulmams who
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work through all documents in a pool. The pool éstructed
from the results of several systems and ultimatahits the
number of relevant documents which can be encoecht€éfhe
number of topics has been an issue of discussibrio@sly, if
more topics are developed, the reliability of tesults is higher.

Detailed analysis with small subsets of availalelfigieval results

behas led to the conclusion that 50 topics can precaaeliable

result [2] and even 25 topics are sufficient [18n the other
hand, there is research which calls for topics amaller pools
which contain much less documents [5]. Such a eWwalbool
requires less human effort for relevance assessmewértheless,
increasing the number of topics is supposed to thaigbility.
The human effort could even be further decreasédsfdirected
toward topics and documents which allow a bettekirg of
systems during the assessment [10]. Further rdséarecessary
to investigate if that is the case for many evadumasettings.

Many different performance measures have been stegydor
information retrieval. In recent years, binary prehce (BPref)
between relevant and non relevant documents has wakely
adopted as a metric for test designs where oniyall portion of
the documents can be assessed [3]. The geometaic has been
suggested as a user oriented measures. Someti@es,measures
correlate highly. Then one might argue that newsuess are not
necessary. However, when the results in the systakings differ
strongly, then these metrics measure differentasps retrieval
systems [12]. It is not yet well understood whadsen aspects are
and in which cases the use of a variety of measnag®s sense.

In this paper, we analyze how the results of mosred multi-
lingual retrieval evaluation is affected by usingan average
precision and a robust measure, in our case theefeic mean.
The study intends to show whether a robust meawasds to
different results for a multi-lingual retrieval tesBecause
robustness is a relevant issue for commercial systesuch an
analysis is beneficial for further system developtmend future
test design.

2. ROBUSTNESSIN INFORMATION
RETRIEVAL EVALUATION

The RIA workshop [7] on reliable information accésgestigated
the performance of systems for difficult topicsdatail. Several
reasons for poor performance and potential appesador
improvement were identified. An evaluation trackr faobust



retrieval has been established at the Text Retri@eomference
(TREC). This track does not only measure the aeegagcision
over all queries but it also emphasizes the pedoca of the
systems for difficult queries. To perform well ihig track it is
more important for the systems to retrieve at leastfew
documents for difficult queries than to improve terformance
in average [15]. The robust task is very user oe&rbecause
users often remember bad results better than pesgearch
experiences. In order to allow a system evaluatiased on
robustness, more queries than for a normal ad-hack tare
necessary. The concept of robustness was extemd&REC
2005. Systems need to perform well over differeatks and
tasks [15].

For multilingual retrieval, robustness is also amteiesting
evaluation concept because the performance betweenies
differs greatly similarly to other evaluation imitives [[9].
Robustness in multilingual retrieval could be ipteted in
several ways:

Stable performance over all topics instead of haghrage
performance (as at TREC)

Stable performance over different tasks (as at TREC
Stable performance over different languages

A robust task has run twice within the Cross LamguBvaluation

Forum (CLEF). Our study analyzes the results of firet year

(2006) and shows that measuring robustness is wsejul for

multi-lingual retrieval because the results obtdirveith robust

measures differ more from the traditional retriensasurements
than for mono-lingual retrieval.

The robust task has been organized for the firse tat CLEF
2006. The evaluation of robustness emphasizes establ
performance over all topics instead of high avenagdormance
[15]. The perspective of each individual user ofiaformation
retrieval system is different from the perspecttaen by an
evaluation initiative. The users will be disappehtby systems
which deliver poor results for some topics wheraasvaluation
initiative rewards systems which deliver good ageraesults. A
system delivering poor results for hard topics ikely to be
considered of low quality by a user although it nmagch high
average results.

A robust evaluation stresses performance for wegics. This
can be done by using the geometric average praci@MAP) as
a main indicator for performance instead of the measerage
precision (MAP) of all topics [12]. Geometric avgeahas proven
to be a stable measure for robustness at TREC THg.robust
task at CLEF 2006 is concerned with the multilingaspects of
robustness. It is essentially an ad-hoc task wioffrs mono-
lingual and cross-lingual sub-tasks.

The robust task uses test collections previouslyeldped at
CLEF. These collections contain documents in sixgleges
(Dutch, English, German, French, Italian and Sggnad were
used almost constantly during CLEF 2001, CLEF 280@ CLEF
2003. There are approximately 1.35 million docursesmtd 3.6
gigabytes of text in the collection [11].

3. ROBUSTNESS FOR TOP RUNS

The robust task at CLEF 2006 received 133 runseioisub-tasks
and 100 topics [11]. The results prove again that ‘ariance
between the MAP between the topics is much highan tthe
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variance between the MAP values of the systemsfigeres la
and 1b).

While the systems lie within a small performanceridor, the
topics add the variance to the evaluation. The mari is 1 and
the minimum O for all sub-tasks. The second andhfrd quartile
also cover much more performance difference.

Using different measures is beneficial to informatiretrieval
when these measures are more reliable or measuliffeeent
aspect of retrieval performance. If a new measurenighly
correlated with others it may not contribute muah the
knowledge gained from a retrieval evaluation. Abasequence,
we intend to reveal the effect of using GMAP withire robust
task.

The overview of the first robust task at CLEF rdedalittle
change in the results when MAP and GMAP rankingsysfems
were compared [11]. However, this was due to thet faat a
maximum of five runs from the same number of groaps
presented. Similar runs of the same group do npeapin the
results overview. We conducted a detailed studiydémtify the
relation between GMAP and MAP for the whole seta@ runs
which often perform in a quite similar way. We inted to
analyze the effect of the topic set size. Maybaugithg the topic
set to 100 leads to a higher correlation betweerPNdAd GMAP
based system rankings.
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Figure 1a: Variance of systems’ MAP values in the&EE robust

task 2006 (for mono-, bi- and multi-lingual runs)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Mono FR Mono DE Mono ES Bi->ES Multi

Figure 1b: Variance of topics’ MAP values in the EFt robust
task 2006 (for mono-, bi- and multi-lingual runs)

In order to investigate this effect, the followingethodology was
used. The seven top runs for each sub-task witterrabust task
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Figure 2a: Performance comparison for monolinguach
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Figure 2b: Performance comparison for monolinguadlsh
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Figure 2c: Performance comparison for monolinguahEh

were determined based on the MAP values. This tesbuh a set
of different systems for each task. By doing thagaker runs
which often are quite different from the top rume amitted. The
remaining runs mostly perform quite similar. Themner seven
was used because for some sub-tasks, not many nnogsewere
available. For this set, we determined the rankificall runs
(systems) based on the full topic set of 100 topldse ranking
was calculated based on the MAP as well as on tNEARS
measure. The rankings of the systems were compaitbdthe
Pearson rank correlation coefficient.
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Figure 2d: Performance comparison for monolinguain@n
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Figure 2e: Performance comparison for bilinguebpanish
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Figure 2f: Performance comparison for multilingteedk

Subsequently, smaller sets of n topics were crdataktracting n
topics from the full set of 100 topics (with n =, 2D, 40, 50, 60,
70, 80, 90). Due to the high number of all potdrd@nbinations
of n out of 100, not all sets could be createdtelad, 100
combinations were created for each size n. Cre&tyand 400
variations for two values of n for one sub-task dat modify the
results essentially. Therefore, 100 combinationgeve®nsidered
sufficient.

For each smaller set, we created a ranking ofytemis based on
MAP as well as GMAP and again the correlation betwboth



rankings. In addition, we calculated the correlatio the original
ranking based on the full topic set for MAP. To &an idea of
the lower border of the correlation, we also gite minimal

value of all 100 variations for the last two measurThese four
values were derived for the eight n and for eight of the ten
sub-tasks of the robust task. The numbers are mezsdor four

mono-lingual, one bi-lingual and the multi-lingualib-task in
figures 2a through 2f.

It can be seen that the relation of partial MAPfad MAP
increases for larger values of topic set size nis Ttan be
expected. A similar analysis has previously beemduso
determine the minimal size of a topic set [13]. Theve reaches a
high level for topic set size 50 and higher and alses so for
cross-lingual retrieval. The curve for the mininzalrrelation is
obviously below that curve. The correlation valaes smaller for
the multi-lingual task but also for the mono-lingEanglish task.
This means that there are smaller topic sets witah be
constructed out of the larger set which lead toyweifferent
results than the full set.

Our main interest lies in the MAP to GMAP correfati Here
mono- and cross-lingual retrieval behave quiteedditly. All
values for mono- and bi-lingual runs lie above @hich means
that there is a strong correlation between theingsk In most
mono-lingual cases, the correlation increases with topic set
size. For the bi-lingual case, it remains almost same for all n
and for the multi-lingual case, it decreases from @ O for
growing n. Rankings based on MAP and GMAP diffgrezsally
in the multi-lingual sub-task. This fact is furthélustrated by
showing the two rankings for the full set in figue It can be
observed, that some dramatic changes in rankingiqgo®ccur.
The Spearman rank coefficient for this particubksktis 0.6 and
Kendall's tau is 0.38. These values confirm thatr¢his at most a
weak correlation.
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Figure 3: Comparison of ranking for GMAP and MAP

The change is quite dramatic. The performance Her rulti-
lingual runs decreases on average to 0.25 fromnarOu for the
mono-lingual runs. This means, that more topicobecdifficult
in the multi-lingual set. Larger sets of multi-lurg topics contain
more and more of these difficult topics and consedy, the
correlation between MAP and GMAP decreases. Robsstiis
definitely an important issue for multi-lingual rieval and it is
not measured effectively by MAP.
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The correlation values observed are also smallan tthose
observed for previous CLEF campaigns where 50 sopiere
used. These values are shown in table 1.

4, IDENTIFYING DIFFICULT TOPICS
Robustness emphasizes the performance of systendiffioult
topics. Reasons for very poor performing topics ehdeen
suggested by several research groups [1,14]. Wdtes prefer
systems which perform well for many queries. Thamf
robustness may reflect system performance bettenémy usage
scenarios. Consequently, we did a review on topfficalty
measures.

Table 1: Rank Correlation according to the Spearouafficient

Task Topic Language| CLEF year Correlation
Mono-lingual | German 2001 0.91
Multi-lingual | X 2001 0.96
Mono-lingual | Spanish 2001 0.93
Bi-lingual English 2002 0.98
Multi-lingual | X 2006 0.60

4.1 Topic Difficulty

A typical approach to measure the difficulty of it is the
comparison of the estimation of experts against #uotual
outcome of the systems measured as the averagsipneahich
systems achieved for that topic. This approach taien in a
study of the topics of the Asian languages retliexaluation
NTCIR [6]. No correlation was found between the tweasures.

Furthermore, Eguchi et al. tried to find whethee thystem
rankings change within the NTCIR evaluation campaighen
different difficulty levels of topics were consiger They
conclude, that changes in the system ranking otmwever, the
Kendall correlation coefficient between the overalhkings does
not drop below 0.69. For that analysis, the actdifficulty

measured by the precision of the runs was used. oMegall

rankings remain stable; however, top ranks couldffected. It
has to be noted that the number of topics wasrathall after the
creation of subsets.

4.2 Comparison of Definitions of Topic
Difficulty

A query is usually considered as difficult whentsyss perform
poorly for it. However, this can be measured irfedént ways.
Mostly, average precision is used to find diffictdipics [6, 8].

Furthermore, the most difficult topics could be atetined by
calculating the geometric average over all systefhat would

increase the influence of low performing systemsx @e

contrary, the influence of the best systems cowddirtzreased.
That would result in the topics for which even thest systems
perform poorly. In order to find these topics, wansidered the
average precision of the best system for each.topic

Note that none of these measures is affected byntimeber of
relevant documents present in the collection. Resé¢ measures,
a difficult topic is not a topic for which thereeafew relevant
documents in the collection. That might be a natomeasure for



humans. As Voorhees has pointed out, no topic lerently
difficult. Topic difficulty is rather a complex fugtion of topic and
collection [15].

Especially for systems, it is a challenge to idgrdifficult topics
and maybe apply specific processing methods. A&@pproach
is the expansion from an external collection lifke tveb [8].

The following table 2 shows how much systems cduddefit

from focusing on hard topics and that there is amplom for

improvement. For some examples of topics with a bgrage
performance for all systems we examined how we#l Hest

system for that topic does. In addition, we show plerformance
of the best system for that topic. It can be skanthere is at least
an improvement of 100% between the average andb#st

system.

Table 2: Examples for hard topics in the Robust 2806

Task |[Topic | Average (Best System for | Best System
Topic Overall

Multi 118 | 0.0324 0.0682 0.0227
Multi 139 | 0.0412 0.0998 0.0997
Bi->ES 68 0.0090 0.0658 0.0058
Bi->ES 84 0.0538 0.2917 0.1327
Mono ES | 111] 0.0079 0.0221 0.0045
Mono ES 68 0.1055 0.2473 0.0904
Mono DE | 111| 0.0390 0.1671 0.1671
Mono DE | 137] 0.0393 0.1429 0.0556

5. CONCLUSION AND FUTURE WORK

The analysis presented here hints that an evatuatd
multilingual retrieval focusing on robustness letmlsubstantially
different results than standard evaluation measures analysis
showed that cross-lingual retrieval with its inhdraifficulty

compared to mono-lingual retrieval greatly incresasthe
divergence between rankings based on MAP and GNB&Rause
robustness is a very relevant measure for the ipaehatise of
information retrieval systems, particular attentghould be paid
to robustness measures in cross-lingual retrieval.

For system developers, the challenge lies in th&onaatic
identification and proper treatment of these clowxgsal hard
topics and of hard topics in general [8].
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