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ABSTRACT

In this paper a dead beat controller theory is
introduced for 2D filters in state space form. Con-
ditions are derived for the existence of dynamic
dead bheat controllers and an explicit synthecis .
technique is given for the single input case. Sta -
tic feedback controllers are also examined.

_.. INTRODUCTION

The recursive structure of the state eguations
of 2D systems is naturally related to the causali
ty which, in turns, depends on the partial ordering
introduced in the discrete planz.

The fact that in the discrete plane the future
and the past sets of any point do not cover the who
le plane, plays an important role in the definition
of state feedback laws and gives more possibilities
than in 1D case. In fact, by allowing the intrcduc-
tion of the so called "waak causality", threes types
of feedback laws have been presented'in the litera-
Lture {1}.

As a consequence, in 2D systems theory we have
at ouc disposal more flexible techniques for sol-
ving the stabilization problem. Of course the pro -
blems are more involved, essentially because stabi-
lity criteria rely on the shape of algebraic curves
instead of the position of isclated singularities.

In this paper we shall introduce a stabiliza -
tion technigue based on a feedback law which preser
ves the guarter plane causality.

Consider a 2D filter in state space form (2D
system [ﬂ}: . ‘

x(h+1, k+1) = B x(h+1,%) + A x(h kel) +

+ B u(h+1,k) +B _u(h,k+1)
1 2
' (1)
vi{h,k) = C x{h,k) i

where the local state x is an n-dimensional vector
over the real field R, input and output functions
take values in IR® ang RP, Ay,A,,By,B,,C are matri-

ces of suitable dimensions with entries in 'R.
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A controller I of £ is a dynamical system witr,
equations

x(h+l, k+1) = _1£(h+1,;<) +i_2}_<(h,kf1'} +

+ 51£(h+1,k) +Bulh,k+1) (2
¥ (h,%) e ) T

connected by a state feedback law with Z, 3o that

u(h,k) = y_’(h‘,k) (3}

In the sequel we deal with the problem of im-
plementing a dead beat controllier, that Is a con -
troller which drives to zero the state of the vhole
system in a finite number of steps.

The thecry we shall develop can be extended to>
more general (non dead beat) controllers EB]. A for
mal advantage of dealing with dead beat contrcllers
is that only polynomial matrices are nesded.

It is interesting to remark that thes dynamic
feedback control law given by (2} and (3} corre -

sponds to the assumption that the input functien u
satisfies a 2D recursive equation of the following
type

u(h,k) = E R, u{h-i,k-3) + I Si_x(h—i,kvj)*
1,320 © i,3>C
i+3>0 i+9>0
+ D x(h,k)

In particular, static feedback control laws corre-

spond to assume Rij= 0, 5,,=0, so that no state

i3
dynamics is involved in the censtruction of the conl
trol signal.

DEAD BEAT CONTROLLERS

The fundamental property needed for studying
the existence and the structure of dead beat con
trxollers is local controllability.

Definition 1. A system L e locally controllellc
if for any local state x(0,0) there exists a poiy~
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nomial vector Ulz ,z_ ) auch that = {I-A z -k z_} [I-(B z +B_z 'N{z ,z ' |xi(3.0
12 . 1.t 272 - i1 22 I gs
-1
\X(zl,zz) = (I-Alzl—A2z2} Ek(G,G) + .is a polynomial vector.
= Hence
-+ (B,z +B_z )U{(z ,z
(11_22{1’2)-1 i
i g M z =
s a polynomial vector. (o o) i
A -1 =
The above definition of local controllability - = (I—Aizi—Azzz) {i—(Blz_+Bzzz)N(zl,22}j
1

corresponds to assume that any initial local state

can be controlled to zero ina finite number of : : . . . ;
is a polynomial matrix and the Bézout identity fol

steps
F lows by premultiplication of (8) by I-Ayzy-Ajz,.

ii) > i) Immediate, since any initial state x(0,0
ds driven to zero in a finite number of steps by
the input function

U(zl,zz) = -N(zl,ZZ)X(O,OJ

For the proof of the other equivalences, see 13,4

]

«F—o~9—o—o—ek£h4F?k

by using an input function with support in the fu- Now consider any pair of pelynomial matrices

ture of (0,0). M,N which satisfies the Bézout identity (4) and

Theorem 1 The following facts are equivalent i::nzf_e?;l;ifi'zl:iif:m BE any realléatm_n of the

i) L is locally controllable

ii) there exist polynomial matrices M(zy,2z5) and
N(zy,z,) such that the Bézout identity

The state feedback connection of ¥ and L hes
the property that for any set of initial states in

z
B .z +B_z )N +(I-A =z ~A M =1 4 : i h -h
(B2 18,2, 0Nz, (2 ) +(I-Bye =B 2 )Mz y2.) (4) & = ¥ xih,-dilz 2
by Q 12

holds 9 : . ' ; o e R
y : “ ; and for zero initial states in §

iii) rank|I-A z -2z Bz +Bz | =n 5 - - h -h

/ L~y Rl 117 a2 f ] A, =Ixh-hzz o =0 (9)

or any (z ,z_) in CxX®© ! '
iy W 1! 2) the global state evolution and the input function

iv) there exist a positive integer v and a poly- of I are given by

nomial matrix_T(zl,zz) such that : ;

. X(Z 1z ) = M(z 12 ) g

(A z +8 =z )v =3 [}B z 4B z )i(A z +A =z ) (B .z +B z ) - b2 =
11 22 11 722" "y 22 11 22

U(z, ,z = =N(z ,z %
Bz 4z ™ Lie 2 482 V00 2 (6) NN MR
----- Z 4 z Z &
1% g 191 2 g T By 1Ry
_Hence inputs and states of I vanish in a finite
i ‘number of steps.
proof ' .
Since this property needs not be satisfied if
i) *1ii) Denote by Uy (zy,z,) the polynomial input jr £0, E will be called a weak dead beat contrsl-
that controls to zero the local state x(0, 0) = ey, Zer

=1,2,...,n, and let

.

Actually the assumption (9) on the controller

> A : initial conditions and the possibility that the
N{z ,z_ ) = (;U (2, 2.} ool (B .8 )? (7)
12 -1 1" 2 n 1 2- state of the controller does not converge to zero
! ‘ in a finite number of steps, are both undesirable
Then, by linearity, for any x(0,0) in Rn, the . Properties. So we shall introduce a more restricti
input -N(zl,zz)x(0,0) controls x(0,0) to zero in a ve definition of dead beat controller.

finite number of steps, or equivalently

; 'Definition 2. 4 system £ s a dead beat eontrolls
x(zl.zz) = | . . . , | of L if the state feedback connection of L and | ‘
[ 1ostmust pot oxton L8 g fénite,gemory system, i.e. for any set of int
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tial conditions X and X, the state of the compo
ite system soes to zero in a Ffinitée number of

steps..

Since the system matrices of the composite
systems given by (1), (2) and (3) are the follo -

. wing
[ a+D | BC | [a+D|BcC
‘ 11 1 _ 22 2
Bl e 7 Fg™ e e L
B A B A
1 | g 1 ™3

the finite memory condition of Definition 2 corre-
sponds to assume

det (I- -F =1 11
det( Flzl 222) (11)

To express the conditions which guarantee that a
weak dead beat controller is a dead beat control -
ler, we need the dual property of local controlla-
bility, i.e. causal reconstructibility [4]. We re-
call that a system L is causally-reconstructible if
and only if there exist polynomial
P(zl,zz)rand Q(z1'22) which satisfy the following
Bézout identity

matrices

\ g =
Pz ,zz)C4-Q(zl,z2)(I—A

i z —A222) =1I (12)

11

Theorem 2. A weak dead beat controller T of.% is
a dead beat controller if and only <1f L is locally
econtrollable and causally reconstructible.

proof. Assume % to be docally controllable and
causally reconstructible and partition the matrix
(I'Flzl'Fzzz)_l conformably with the partition gi-

ven by (10).

: -1
ISRz eFz ) s s (13)

Condition (11) will be proved by showing that (13)
| is a polynomial matrix.

Let % =0 and Z_=T x(h,~h)zlz3"=x(0,0).
Then since L is a weak dead beat controller, the

state evolution of I is expressed by a polyndmial

vector,
X(z, ,2,) G, Gy, [x©.0
2 11 2
Xzgz) =) | 1 =g B
Iy G 0’
BhE eyl 21 S22
= G, x(0,0) (14)

Under the same assumptions the input functicon of I
is given by the polynomial vector P

rnx(é_,zq)-?
Uz ,z.) =§(a,zy = [pc]| e
- ) ) "]_x(zl,zz)_l
I'e,. &, ][ xw,0
p— 11 Gpp || %00
= [pc] = (15)
G, G 0
21 T2 .

]

------ B +€ G, )x(0,0
. F"” 11___“21xxF, :

" Hence Gyy and & G,y are both polynomial matrices.

Since the input functicn can be written also
in the form

Ulz,,2,) = W‘zrzz)ﬁ(zl'zz": W G,,%(0,0) (16)

where

- i R = 2 =
W 4 = D+ C(I-A -B B +B =z
(21, 2) - b ( % 222) ( 2 *8y 2}
denotes the transfer matrix of i, comparing (15)
and (16) we get

W =D +Ca. 17
G11 11 21 i

By causal reconstructibility of f, the Bézout iden
L Eity

P(zi,zz)C-+Q{zl,22)(I-AlzlﬂAzzz) =1I (18)

holds for some polynomial matrices P and Q. Then
equation (17) and postmultiplication of {18) by

(I-Alzl—Azzz)_l(B121+B222)G11 give

PCG.__ +0Q(B.z +B z )G =
of 1z 22)

Nt
21 1 11 3
= (I- - (B é G
(TRl B2, 5.2 08,
The matrix
-A z -A - (B z 4B 20)
(1 Alzl Azzz)GZI ( 1z1 222)611 (

is zero, since it is the block submatrix in posi-
n . . _ - . -1
tion (2,1) in (1—F}zl Fzzz)(l Fyz-Fozp) .

Then {(19) and (20) imply

=P C +Q(B z +B G
G, = P CG, +Q(Bz#B,2,)6

which is obviously polynomial.

Finally, by local controllability of I, the
Bézout identity
I-A z -A z )M » Y+ (B z +B z )N(z. ,z_) =1 (21)
s R i) Uy i, ey, sl

-
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Premultiplication of (21} by Gy, and G,

spec 1vp;y gives

G G }iz—iz‘ﬁ+G §z+§z ﬁ
T e ya R Ry i

W

G G, (I-A,z -A_z )M+G__ (B z +B_z )N

22 22( 11 2 2) 22( 11 22
Explicit computation of the feufrblocksriﬁ the par
titiconed matrix (I—E‘1 1wF 22) 121—F222} and
their substitution in (29) gives

G, (B2 +B 2 )C M+G. (I-A.z -A z_ -

G
12 1 11 22 11 L 22

- B.Dz -B Dz )N
102,780z,

(9]
1]

I+G__ (B z 4B z )CIM+G
[P +8 e e il

I-A Z2 - -
1 ¢ A%,

22 11

- B Dz -B Dz )N
1771 22

which show that Gy; and Gpy are polynomial matrices.

Viceversa, assume that f is a dead beat con-
troller. Then Gqq. 512' Gyqr Gpg are polynomial ma
trices and the EKpllClt evaluation of theblocks in
(I-—Flz1 EZZZ) (I—Fl 1 -F ?2) and in (I—Flzl—F222)
(I-F,2y~Fjz 2) provides the Bézout identities
(18) and (21).

Remark The last step of the proof above provides
four Bézout identities. Two of them correspond to
local contreollability and causal reconstructibili-
ty of E, while the remaining identities correspond
to local controllability and to causal reconstruc-—
tibility of L (provided that state and output coin
cide}. This could be expected since local control-
lability of L is a necessary condition for the exi
stence of a dead beat controller.

SINGLE INPUT CASE

In this section an explicit synthesis procedu
re will be given for obtaining a dead beat control
ler when ¥ is a single input locally controllable
system.

The problem can be restated as a realization
problem of the row transfer matrix —NM’l, where N
and M satisfy the Bézout identity (4), under the
constraint that the realization has to be locally
controllable and causally reconstructible.

-1
Rewrite the transfer matrix -NM as a left

matrix fraction

-1
(Get M) (-N Adj M)
ij -1 (1) 1 ‘J (n) 13
= p U5 23
NKE dijzlzz) ‘[E nij %3 . z nij 2122] (23)

As a conseguence of the Bézout identity (4), the
matrix
[wz,,z) |
( 1 72)
(24)
M(zl'z2)-4

has full rank at any point in €x €. Since the poly
nomials in (23) are the n-th order minors of (24),
the variety ¥ (detm, ntl), n(2),  __  a(m)y i¢ empty
and there exist polynomials Pj» i=1,2,...,n, and

g which satisfy the identity

Py

(2) (n)]

1
(det MJq+‘EJ 158 in 1 (25)

The realization of (23) is a strightforward exten-
sion of the following realization of the scalar

transfer function

| i3 i3
d = + I rd
9(21122)/ (21,22) no 2 ni'zlz2/ ij2122
i+j>1
with d,,=1. It is easy to check that the following
2D system '
0000 ! 0 0
0000 i 0 _ 0
By = 0 0 01 | ~d3g |+ B, 7| P30
000 0 0
B¢ -d20 n20
| 1 LMo
1000 i -dg3 nga3
0 100 —d12 _ nlz
A2 =: 0010 J _dzl ’ B2= n21
100 —doz 1102
4
E 10 -dg; ng1
c = e 0000 b -
e [ 0 ] noo

|
realizes n/d. In order to get a realization of (23).,
denote by Zk-(Al,AE,B( ) B(k} C D( the realiza-

tions of the transfer fUDCthﬂb n(k)(zl,z ) /det M,
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k=1,2,...,n, given by the pravious ¢
consider the system = (A,,A,,3,,B,,C,D), with

=(1) =(2) ={(n)
1 [ 1 i e ! ]
é - ['(1) g(z) . g(n)]
2 2 2 2
5 " [—(71) "(2) S 5(1’!)]

Clearly Iisa realization of (23). Moreover
such a realization is locally controllable and cau
sally reconstructible. Causal reconstructibility
follows_directly from the structure of matrices 31,
By and C, while local controllability depends on

the Bézout identity (25).

CONCLUDING REMARKS

The rank condition (5) of Theorem 1 is analo-
gous to the condition:

rank[I-Az B] = n, wzec

which guarantees stabilizability of a 1D system
(A,B,C) by means of a static dead beat controller.
The 2D situation looks different, essentially beca
use the existence of static dead beat controllers,
in general, is not guaranteed by (5). In other
words, the 1D state static feedback gives essen -
tially the same performances as the dynamic one,
while dynamical compensation exhibits greater po-
tentialities in 2D controller theory.

As an example, the following ZD system

0000 0
1000 0
A = B =
1 0100 1 0
001 0 | | o0
o000 ] 0]
0000 0
A = B_ =
2 ooo01|" "2 0
0000 | L1J

is locally controllable, since [?nAlzl—AzzZIBizl+
+Bzz£] is full rank in €x €. Hence the system ad-
‘mits a dynamical dead beat controller.

Nevertheless a static feedback law
u(h,k) = [ By 8 x(h,k) = K x(h,k)

gives

2
I- - -(B.z K) = 1-6z - -
det( Alzl A222 ( 141+B222) ) =1 Gzl BeZ, Yzz

which is different from 1 for any choice of K. So a
static dead beat controller does not exist.

[]

(2

[3]
[4]
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