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Abstract

Everyone has some information need related to work tasks, entertainment or other fields. The technological
components that are used to answer them usually are Information Retrieval (IR) systems and Recommender
Systems (RS). Despite these two types of systems are traditionally developed in isolation, since the nineties it was
clear that there were common aspects between IR and RS. Indeed, they are both concerned with retrieving the
most relevant documents or items in a collection according to a user request. Only recently some efforts have
been directed towards the development of joint IR and RS systems. Nonetheless, most of the created systems
focus on gaining the knowledge to carry out one of the two tasks based on the data of the other. A few relevant
results really addressed the issue of joint IR and RS but they present several limitations: most of existing models
are jointly optimized by aggregating data from both tasks without considering that users’ intents in IR and RS
sometimes may be different; current models focus on personalization without considering cold-start users; lack
of appropriate, public datasets suitable for training and evaluating such models. This paper outlines the author’s
PhD research objectives in designing new models and resources that allow to overcome the discussed limitations.
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1. Motivation

The information access scenario is increasingly expanding due to the growing need of people to seek
for information. In this field the two major components used to satisfy the users’ information needs
are: Information Retrieval (IR) systems and Recommender Systems (RS). The former provides the most
relevant documents —or items, depending on the application— given a textual query (the information
need), the latter suggests to the user some items based on the user’s historical interactions (e.g., clicked
or purchased items). Despite these two categories of systems are often considered as independent, there
exist several points of connection [1]. Indeed, both IR and RS are mainly concerned with providing
the users with the piece of information that is most suitable for their information need. However,
differences are still present: while IR systems are mainly concerned with retrieving the most relevant
documents in a collection, which usually are the “most similar” ones, to the request, RS may be also
required to recommend items that are complementary, and not only similar, to the users’ preferences.

Nowadays the results of IR systems and RS are often merged together to provide the users with a
more comprehensive answer (e.g., the suggested products in the search engines results page). Thus, IR
and RS are perceived as joint tasks and even though under the hood there are some variations, the end
user does not notice differences between those two technologies. Recently the research community
started to develop systems performing both the IR and RS tasks jointly, noticing a promising increase
in performance [2, 3, 4]. However, this novel research frontier still presents limitations:

« (L1) most of existing models are jointly optimized by simply aggregating data from both tasks
without considering that user intents in IR and RecSys sometimes may be different.

« (L2) Current models deeply focus on user history without considering that the search task (IR)
could be performed by cold-start users or by external people/agents.
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+ (L3) Lack of appropriate, public datasets suitable for training and evaluating models performing
both IR and RS tasks jointly.

Moreover, along with the traditional ones, conversational information access systems started to be
extensively developed and employed. This is mainly due to the naturalness and ease of interaction that
this type of systems enable. Indeed, conversations represent the most natural interaction interface for
humans. Conversational Information access systems include both Conversational Search (CS) [5] and
Conversational Recommendation (CR) [6] systems. However, in the conversational context CS and CR
are still thought as completely independent, even if their integration could lead to significant advan-
tages. Indeed, a user seeking for a recommendation may realize to be in need for additional, external
information, or, a user with a “search style” information need may benefit from some recommendation
(e.g., when looking for products).

This work summarizes the author’s Ph.D. studies [7] in the field of joint IR and RS and outlines his
future research directions, aiming to overcome the current limitations of this novel research field, also in
the conversational context. The main objective is to develop new publicly available resources including
datasets and models that allow to exploit the advantages derived from the joint modeling of IR and RS.

2. Background and Related Work

2.1. Joint Information Retrieval and Recommendation

Traditionally, for historical and industrial reasons, IR systems and RS are developed in isolation. Indeed,
when users express an information need that requires both retrieval and recommendation, two separate
systems are often employed, one for each task, and the results are then merged together. This is evident
when the information need concerns a product, in fact, in that case, the user might be asking both for
recommendations or information (retrieval) related to it. Nonetheless, since the nineties it was clear
that there were common aspects between IR and RS, in fact, Belkin and Croft [1] consider them as “two
sides of the same coin”. However, this research area has never been explored until recent times. Indeed,
recently, the research community started to develop systems carrying out both IR and RS tasks jointly,
noticing a promising increase in performance. In particular, Zamani and Croft [3, 2] have shown that
developing such models allows to improve the performance thanks to the sharing of knowledge between
IR and RS. However, most of the developed systems focus on refining RS capabilities by exploiting the
search data [8] or on gaining the knowledge to carry out one of the two tasks based on the data of the
other [2]. Only a few relevant results really addressed the issue of joint IR and RS: a first proposed model
based on graph neural networks was SRJGraph [9] while the current state-of the art is represented by
the Unified Information Access (UIA) framework [4]. UIA fine-tunes some pre-trained BERT models in
order to learn a dense representation in a latent space of both the input data (request) and the items to
be retrieved, in such a way that the most relevant matches are the ones whose dense representation is
the closest in space with respect to the one of the request. Furthermore, this framework employs an
Attentive Personalization Network that is used to grasp knowledge from the previous user interactions.

However, despite some models performing both retrieval and recommendation jointly have been
developed there is still no publicly available dataset specifically designed to train and evaluate this kind
of systems. Indeed, the majority of existing approaches employ either or private datasets or datasets
designed for a single task which are processed to fit for both task (i.e., generating the queries for RS
datasets or the user interaction histories for IR datasets). In this context popular datasets are: the
Amazon Reviews recommendation dataset [10] and the Amazon ESCI IR dataset [11].

2.2. Conversational Information Retrieval and Recommendation

In the conversational context, several CS [5] and CR [6] systems have been developed. Along with
systems also many datasets have been published [12, 13, 14, 15] and for CS dedicated conference
tracks have been created, including TREC CAsT [16, 17, 18, 19] and TREC iKAT [20]. However, joint
Conversational Search and Recommendation (CSR) has not been explored yet. We ascribe this absence



of joint CSR systems to the lack of appropriate CSR dataset. Nonetheless, also in the conversational
context, end users would benefit from the joint modeling of IR and RS which would naturally reflect
real-world behaviour. Indeed, users seeking for recommendations may need additional information to
adjust their query (or the other way around).

2.3. Evaluation in Information Retrieval and Recommendation

The classical IR evaluation measures [21] usually take into account the rank of the retrieved documents
for a set of test queries. The most popular measure, in this sense, is Discounted Cumulative Gain (DCG)
[22]. Nonetheless, even evaluation measures which do not take into account the rank are widely used:
Mean Average Precision (MAP) and recall. However, independently of the employed measures, in IR,
the top-k retrieved documents are usually considered to compute them.

In recommendation instead, the scenario is slightly different. The results are usually considered per
user rather than per query. Indeed, usually a few user interactions (often only the most recent in time)
are retained as test data and are used to evaluate the system’s recommendations, while the remaining
interactions are employed for training purposes. Nonetheless, DCG, precision and recall represent
evaluation measures that are employed also in recommendation. Moreover, other measures that are
often used in recommendation are Mean Absolute Error (MAE) and Hit Ratio (HR).

3. Research Goals

The proposed research focuses on the development of innovative joint IR and RS models, overcoming
the limitations discussed in Section 1. Therefore we define the following research objectives:

« (01) models: develop new models to carry out IR and RS tasks jointly that are able to capture the
differences (and not only the similarities) between the user intents (overcoming L1). Moreover,
we aim at improving the current systems user management, in order to effectively exploit the
user historical interactions while allowing cold-start and external users to take advantage of the
benefits of joint IR and RS (overcoming L2). Finally, we focus on realizing all the models with
particular attention to their computational burden.

+ (02) evaluation: evaluate the performance of the new models both from the efficiency and
effectiveness point of view. Moreover, we aim to generate some datasets that are be specifically
built for the evaluation of models performing IR and RS tasks jointly (overcoming L3).

Furthermore, other important objectives are: diffusing the knowledge about joint IR and RS to the
research community and providing further and more accurate evidence of the effectiveness of the
frameworks based on this concept. We pursue these goals not only in the traditional information access
scenario but also in the conversational context.

4. Proposed Approaches and Current Work

In this section we propose some approaches to achieve the objectives and overcome the limitations
discussed in Sections 3 and 1, respectively. Moreover, we report the current state of our work and how
we applied the proposed approaches.

4.1. Proposed Approaches

In the following we describe the main approaches that we plan to apply for each of the core goals
defined in Section 3.
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Figure 1: Proposed architecture for new models in the context of joint IR and RS.

4.1.1. Models

In Figure 1 we report a possible general scheme that the new models will adopt in order to fulfill
objective O1. In particular, to capture the differences between IR and RS, joint models could encode the
retrieval requests (red block) using a different encoder than the one used to for the recommendation
requests (green block). Meanwhile, the collection items and documents could be encoded using a single
encoder (purple block) that will be shared among the two tasks. This would allow to learn a way of
representing the items and documents that is more general and task-independent. Thus, this model
architecture would enable the sharing of knowledge between the tasks, while having the ability to
obtain representations of the retrieval or recommendation requests that are task specific. In the majority
of systems present in literature it is common to learn how to encode the requests (independently from
the task) using a single encoder (light blue box in Figure 1), eventually slightly modifying them before
the encoding. However, we claim that this is not sufficient. Moreover, both in IR and RS, the most
common (modern) practice is to encode the documents or items into latent spaces by means of dense
vector representations [23, 24, 25, 26]. Thus, to implement the encoders of this new architecture, the
same techniques could be exploited. In particular, it would be possible to both use pre-trained models
(e.g., BERT [27]) and fine-tune them or design ad hoc neural networks needing a full training.

The personalization module in Figure 1 is used to adapt the request encodings to take into account
also the user preferences. The most popular techniques used to do this exploit attention or graphs [28].

To allow cold-start or external users to exploit these systems there are different possible paths: (1)
removing the personalization block when the user is not authenticated or new; (2) creating some
“dummy” base profiles to represent the historical interactions of the cold-start or external users. These
profiles could be empty, randomly created or contain the most popular interactions.

4.1.2. Evaluation

Using appropriate datasets is crucial to accurately evaluate new methods and models. To create a new
dataset specifically built for “joint IR and RS” possible paths to follow are: applying some processing to
an already existing dataset or merging datasets that were built for a specific task (i.e. only for IR or only
for RS) exploiting some common features (e.g., the items ids for product related datasets). The former
has already been widely adopted [3, 8]. Indeed, many product recommendation datasets are enriched
with search style queries, which correspond to user reviews or from product categories. The latter ,
instead has not been explored yet. We ascribe this to the complexity in finding dataset that share the
same features. However, this approach could help to improve the quality of the obtained datasets, since
both the recommendation and search data would represent real-world data. Finally, given the recent
advancements in the deep learning field, Large Language Models (LLMs) could be exploited for creating
new joint IR and RS datasets. For example, they could be employed to generate the search style queries



that are missing from RS dataset starting from some reviews of the users and the associated products
(which usually are both included in RS datasets).

An open challenge in evaluation concerns how to handle the different evaluation methodologies used
in IR and RS. This reflects also on the ground truths distributed with the datasets. The ideal scenario
would involve devising a uniform evaluation methodology.

4.2. Current Work

Our initial work was directed towards studying and analysing the state-of-the-art in the IR, RS and
joint IR and RS fields. For this purpose, we reproduced, replicated and generalized the UIA framework
[7] which represents the joint IR and RS state-of-the-art model. For replicability and generalizability,
we modified both the training and the data processing pipelines. This reproducibility work revealed
that the datasets employed to train this kind of systems and the way in which they are processed play a
fundamental role. Moreover, we discovered that the stability of UIA and, in general, of joint IR and RS
models, may strongly depend on the task considered (i.e., UIA is much more stable in IR-related tasks
than RS-related ones). We plan to exploit the knowledge gathered through this reproducibility work to
create new datasets and systems in the joint IR and RS field, taking care of their weaknesses.

To develop new models appropriate datasets are needed. For this purpose, after our initial repro-
ducibility work, we concentrated on the development of a new resource to allow proper training and
evaluation of joint IR and RS models. In particular, we focused on the conversational domain and we
created a new joint CSR dataset. First we formalized the requirements of the ideal joint CSR collection
and then we created a dataset trying to satisfy all the requirements. Our dataset includes all the elements
required by the Cranfield paradigm [29] adapted to fit in the conversational domain: (i) information
needs, which include conversations and user profiles; (ii) corpora, Amazon Reviews [10] and MS-
MARCO v2.1 [30] which are two well known RS and IR corpora, respectively; (iii) human annotations,
which include quality assessments of the conversations, intent labels and relevance judgments both
non-personalized (for CS) and personalized (for CR). The main challenge that we encountered in the
creation of such dataset was related to the differences in evaluation between IR and RS. In particular,
we decided to generate an IR style ground truth also for recommendation but we needed to take care of
personalization which plays a fundamental role in RS. This work is currently under review. We plan to
exploit this dataset for the development of new joint CSR systems.

5. Research Issues for the Doctoral Consortium

In the context of the Doctoral Consortium, the main questions (DC1-3) that require discussion with
experienced researchers are:

DC1:Which could be possible architectures and components of joint IR and RS models which allow to
consider both the differences and similarities between these two fields (also in the conversational
context)?

DC2: The evaluation of joint IR and RS systems is still performed with independent data and methodolo-
gies for the two tasks. Which could be possible strategies to uniform the evaluation methodologies
considering the importance of personalization in RS?

DC3: The most natural domain of application for joint IR and RS systems is the product domain.
Which could be other suitable domains for such systems?
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