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Abstract—Global navigation satellite system (GNSS) is not suitable for the dense urban or indoor environments as the satellite signals are very weak. Meanwhile, positioning is an important application of the fifth generation (5G) communication system. GNSS/5G integrated positioning system becomes a promising research topic with the development of 5G standard. This paper focuses on the integrated methodology of GNSS and device to device (D2D) measurements in 5G communication system. We analyze the characteristics of this type of integrated system and propose a high-efficiency D2D positioning measure protocol, named crossover multiple-way ranging (CO-MWR), which consumes less communication resources. Then, to deal with the high-dimensional state space in the integrated system, a state dimension reduction method is proposed to overcome the particle degeneracy problem of particle filter (PF) which is used to fusion GNSS and 5G D2D measurements. Three integrated algorithms in different scenarios have been proposed: The first one is the integrated algorithm when the range measurements can be measured directly. The second one is the integrated algorithm with unknown high of each mobile terminal (MT). The third one is the integrated algorithm in GNSS-denied environment which is prevalent in urban and indoor applications. The simulation and experiment results show that our proposed integrated methodology outperforms the non-integrated one.

Index Terms—GNSS/5G integrated positioning, crossover multiple-way ranging, particle filter, dimension reduction, time uncertainty.

I. INTRODUCTION

GLOBAL navigation satellite system (GNSS) can provide continuous position, velocity and time (PVT). In recent years, the performance of GNSS improves a lot thanks to the modernization of the U.S. global positioning system (GPS) and the Russian GLONASS, as well as the construction of the Chinese BeiDou navigation system (BDS) and the European Galileo [1], [2]. Nowadays, GNSS has been widely used in civil navigation, industrial equipment monitoring, intelligent transportations, etc [3], [4]. With the continuous increasing demand of location based services (LBS), high-accuracy and high-robustness positioning becomes more and more important. Because the satellite signals are very weak in the complicated environments, such as urban areas and inside buildings [5], [6], it is hard for GNSS to position accurately and continuously in these scenarios. Integrated positioning with other systems, such as the cellular positioning system [7], the WiFi positioning [8], the inertial navigation system (INS) [9], and so on, emerges as a promising solution to overcome the problem of GNSS.


Specifically, as a new 5G technology, device to device (D2D) communication is more flexible, efficient and consumes lower power than other 5G techniques, which can be potentially used to obtain accurate relative range and angle measurements for positioning. With D2D measurements, any mobile terminal (MT) in the positioning network will be helped by all other MTs for a high-accurate positioning. The high-dense property of 5G networks also makes it easier to obtain sufficient D2D observations to achieve the any-time and any-where seamless positioning [14]. [11] and [15] gave brief models of 5G D2D positioning and addressed some prospects on 5G positioning. [14] proposed a joint positioning estimate method when clock offset exists in 5G networks.

However, D2D itself only provides relative measurements, absolute position will not be obtained if all MTs’ positions are unknown. GNSS/5G integrated positioning is a promising solution to overcome this problem as GNSS provides absolute positions. Meanwhile, it could be beneficial to improve the positioning accuracy and robustness by using the integrated system. To the best of our knowledge, there is little comprehensive research on the GNSS/5G D2D integrated positioning. In this paper, we aim to develop a new positioning technology to integrate the GNSS and 5G D2D measurements, which can provide more accurate and reliable positioning. Two challenging problems will be addressed in this paper:

The first challenging problem is the D2D positioning measure1 procedure in 5G networks. As the 5G is still developing, there is not a standard developed for specifying the protocols of D2D positioning measure. On the other hand, time offset
and time skew affect the positioning accuracy dramatically. A specialized procedure for D2D positioning measure in 5G networks must be designed either for the measuring efficiency or for the time uncertainty elimination.

The second main problem is the GNSS/5G integrated algorithm. Particle filter (PF) is a non-parametric Bayesian filter which is widely used in non-linear and non-Gaussian data fusion [16]. PF is intended to integrate GNSS and 5G D2D measurements in this paper. In GNSS/5G D2D integrated positioning, there are more states and redundant information than single system. As a result, it will lead to particle degeneracy which reduces the performance of PF. On the other hand, range measurements cannot be obtained as the clocks of different MTs are unknown which makes the integrated algorithm difficult to be developed.

To tackle the two problems, the main contributions of this paper are:

1) We explore the D2D measure procedures for positioning in 5G D2D communication networks. We develop a new solution for 5G D2D positioning by the proposed crossover multiple-way ranging (CO-MWR) protocol without consuming much communication resources;

2) We propose a novel GNSS/5G integrated positioning scheme based on PF. We derive the integrated algorithm based on a proposed integrated model. Then we propose a state dimension reduction method to overcome the low filtering efficiency with high-dimensional stated spaces. This methodology demands less computation without losing much information;

3) We develop a series of algorithms based on the proposed integrated model which include the certain time parameters, uncertain time parameters and the GNSS-denied scenarios.

The paper is organized as follows: Section I gives an introduction of GNSS and 5G integrated positioning. Section II analyzes the characteristics of the GNSS/5G D2D integrated positioning and describes the proposed CO-MWR protocol. Section III gives the GNSS/5G integrated positioning model and derives the integrated algorithm. Section IV proposes an integrated method with the time uncertainties. Section V evaluates the performance of the proposed methodology via simulation and experiment results. Finally, the conclusions are given in VI.

Notations: $x^{(i)}$ means parameter $x$ of MT $i$; $y^{(ij)}$ means parameter $y$ between MT $i$ and MT $j$ measured by MT $i$ (please notice the difference between $y^{(ij)}$ and $y^{(ji)}$). $I_M$, $0_{M \times N}$ and $1_{M \times N}$ represent the $M \times M$ identity matrix, the $M \times N$ matrix of zeros and ones, respectively. The operator $\ast$ and $\otimes$ represent the convolution and Kronecker product, respectively. $\| \cdot \|$ represents the Euclidean distance. diag $[A, B]$ means a matrix which diagonal elements are $A$ and $B$, and the rest of this matrix are zeros. $\approx$ represents approximate proportional.

II. THE D2D POSITIONING MEASURE PROCEDURE IN 5G NETWORK

Consider a typical GNSS/5G D2D integrated positioning network as shown in Fig. 1. The MTs can communicate with each other known as D2D communication besides communicating with base stations (BSs) [15], [11]. When a MT wants to set up a D2D communication with another MT, D2D discovery, link evaluation, resources allocation and other relevant procedures will be firstly implemented via control link. Then, the data link of D2D communication will be set up and the data will be transmitted. D2D measure for positioning mainly has the following differences from the normal D2D communication:

1) Multi connection versus single connection. More measurements usually mean higher accuracy in integrated positioning. Therefore, a MT “wants” to do D2D positioning measure with as many as MTs “simultaneously”. While a D2D communication only supports one pair of connection;

2) Frequent versus continuous. The user needs the positioning results frequently, such as 1Hz in GNSS. Despite the measure process, such as the signal tracking, the D2D positioning measure can be executed frequently. While the D2D communication usually needs to hold the connection continuously for a period;

3) Small amount versus huge amount of data. There is much fewer data needed for positioning application than communication purpose. Only few parameters need to be exchanged between two MTs, such as the range/angle measurements, GNSS outputs, statistical data and so on. While huge amount of data can be transmitted over D2D communications, such as voice, audio, video data and so on.

According to these differences, it is unnecessary to do the D2D positioning measure by the data link which means the D2D communication does not need to be truly set up for positioning application. Firstly, setting up a D2D communication

---

2For example, 10ns time offset will lead to 3m range measurement error.
consumes lots of resources and time. After connecting, little data is transmitted. Then, the connection will be released to do the next pair of D2D positioning measure. Hence, in our proposed protocol, the control link is used to do the D2D positioning measure.

In this paper, we mainly focus on the range measurement procedure as the angle measurements can be obtained by MIMO technology directly via receiving the control signals [17], [18]. Distance between two MTs is obtained by analyzing propagation delays of the D2D signals. Two-way ranging (TWR) method in IEEE 802.15.4a is suitable for D2D range measure [19], [11]. The brief process of TWR is illustrated in Fig. 2a. Assuming the propagation delays of the request and respond frames are the same, the distance between two MTs is:

\[
d^{(ij)} = \frac{1}{2} \left[ \left( \frac{t^{(j)} - t^{(i)}}{s^{(i)}} - \frac{t^{(j)} - t^{(i)}}{s^{(j)}} \right) \right] c
\]

(1)

where \(t_i\) is the transmitting time, \(t_j\) is the receiving time, and \(c\) is the light speed. Notice that the distance in (1) is measured by MT \(i\), if MT \(j\) needs the measurement, another round of TWR frames is needed. So there are \(2N(N-1)\) frames to be transferred, where \(N\), \(N \geq 2\), is the total amount of MTs in the positioning network. To improve the communication efficiency and save the terminals’ power, we developed a crossover multiple-way ranging (CO-MWR) protocol as shown in Fig. 2b.

If there are positioning requests in the network\(^3\), MTs in this integrated network will transmit a Crossover Frame (CF) in the same time which is synchronized by GNSS 1PPS (pulse per second) timing signals. Notice that there are relative time offsets between any two MTs introduced by the GNSS timing errors, the absolute transmitting time is asynchronous as shown in Fig. 2b. After receiving the CFs, MTs do not respond immediately. They will wait for a known interval delay \(\Delta T\) and then transmit another CF. Then, the distance between two MTs in CO-MWR is calculated as:

\[
d^{(ij)} + n_d^{(ij,\gamma)} = \left[ \left( \frac{t^{(j,\gamma)} - o^{(j)}}{s^{(j)}} - \frac{t^{(j)} - o^{(j)}}{s^{(j)}} \right) \right] c
\]

(2)

\[
d^{(ji)} + n_d^{(ji,\gamma)} = \left[ \left( \frac{t^{(i,\gamma)} - o^{(i)}}{s^{(i)}} - \frac{t^{(i)} - o^{(i)}}{s^{(i)}} \right) \right] c
\]

(3)

where \(n_d\) is the range measurement error, \(o\) is the time offset which is not included in TWR as it is eliminated by the difference of transmitting and receiving time. \(\gamma = 1, 2, ..., \Gamma\) is the measure time-label within a position update period\(^4\). Because the receiving time is local time, it must be switched to the absolute time firstly. Meanwhile, the transmitting time is not included in (2) and (3) which is replaced by a default time interval. As the signal is transmitted based on the local clock, it must be switched to the absolute time too.

Unlike TWR, all MTs will obtain the range and other information via any CF pairs in CO-MWR without additional measure rounds. It is because that the time-stamps do not need to be exchanged between the MTs as only the receiving time is included in (2) and (3). Suppose the amount of CF pairs is set to \(\Gamma\) in CO-MWR, then \(\Gamma N\) CFs are needed. Fig. 3 illustrates the comparison between TWR and CO-MWR on the measurement accuracy and the resource consumption, both of which increase with the increasing of \(\Gamma\). Notice that \(2N(N-1)\) frames are needed in TWR as aforementioned, so the CO-MWR costs less resources when \(\Gamma < 2(N-1)\) (Region 1 and 3 in Fig. 3). Besides, higher D2D measurement accuracy will be obtained by CO-MWR when \(\Gamma > 2\) (Region 1 and 2 in Fig. 3). So CO-MWR has the same or better performance on both measurement accuracy and resource consumption when \(2 \leq \Gamma \leq 2(N-1)\) (Region 1 and two dashed lines in Fig. 3). On the other hand, let the measurement accuracy of TWR be equivalent to the one of CO-MWR, then \(\Gamma N(N-1)\), \(\Gamma\) is an even number, frames are needed in TWR.

\(^3\)The requests can be initiated by the MTs which want to do D2D positioning measure, or a master MT in the network which gathers the positioning information.

\(^4\)A position update period is typically equal to the GNSS output period. Normally, we can obtain more accurate measurements with more measures assuming time offset and skew are known and ignoring the MT’s movements in the update period. However, more measures will cost more resources and power. A moderate number of measures are implemented by balancing the measurement accuracy and the cost of resources.
So CO-MWR always has better performance than TWR as \( \Gamma N \) is always smaller than \( \Gamma N (N - 1) \) as long as \( N > 2 \) under this condition.

**Fig. 3.** Comparison between CO-MWR and TWR on the measurement accuracy and the resource consumption

III. PROPOSED GNSS/5G D2D INTEGRATED POSITIONING SCHEME

In this section, a GNSS/5G D2D integrated positioning scheme is proposed. The GNSS and 5G D2D measurements are integrated by a PF for a more accurate and robust position than single system. We assume all MTs in the integrated network are involved into the positioning application. For a particular MT, the input information includes 1) its own GNSS measurements at the integration time; 2) other MTs’ integrated positioning results at the previous integration time (information at this time will be received via the next frames); and 3) the D2D range and angle measurements.

A. Particle Filter

Particle filter [20] is a kind of non-parametric form of Bayes filters. The posterior will be drawn by a finite number of particles after the importance sampling. When the amount of the particles is infinite, the posterior drawn by these particles will be the true one. With the finite particles, the posterior at time slot \( k \) is determined by the measurements likelihood, the prediction distribution and the posterior of the previous time slot \( k - 1 \) as shown in (5). Thus, the posterior can be calculated recursively if we know the initial prior distribution of the state \( p(x_0) \).

\[
p(x_k | y_{1:k}) \propto p(y_k | x_k) p(x_k | x_{k-1}) \cdot p(x_{k-1} | y_{1:k-1})
\]

(5)

Because the posterior is usually different to be sampled, a known distribution \( q \) is selected to converge to the posterior as shown in (6).

\[
q(x_k | y_{1:k}) = q(x_k | x_{k-1}, y_k) q(x_{k-1} | y_{1:k-1})
\]

(6)

Then, the weights are:

\[
w_k(m) \propto \frac{p(x_k | y_{1:k})}{q(x_k | y_{1:k})} \cdot \frac{p(y_k | x_k) p(x_k | x_{k-1})}{q(x_k | x_{k-1}, y_k)} w_{k-1}(m)
\]

(7)

where \( q(x_k | x_{k-1}, y_k) \) is known as the importance distribution. For most particles, the weights are nearly zeros because they are in the low probability area of the posterior. After resampling, every particle will have the same weight. In practice, the importance distribution is often chosen as \( q(x_k | x_{k-1}, y_k) = p(x_k | x_{k-1}) \). Then, (7) becomes:

\[
w_k(m) \propto p(y_k | x_k)
\]

(8)

Thus, the filtering result is:

\[
\hat{x}_k = \frac{1}{N_p} \sum_{m=1}^{N_p} p x_k(m)
\]

(9)

B. Integrated GNSS/5G D2D Positioning by Particle Filter

Denote \( \mathcal{M} \) as the set of MTs in the integrated positioning network, \( \mathcal{N}^{(i)}(\mathcal{M}) \) as the set of visible MTs of MT \( i \), \( \mathcal{N}^{(i)}(j) \) as \( \mathcal{N}^{(i)} \cup i \). Thus, \( \mathcal{N}^{(i)}(j) \subset \mathcal{N}^{(i)}(j) \subset \mathcal{M} \). Denote \( \mathcal{I} = \{ \gamma | \gamma = 1, 2, ..., \Gamma \} \) as the set of CFs within a position update period, and \( \Gamma \) as the GNSS output time. If \( j \in \mathcal{N}^{(i)}(j) \), \( i \mathcal{N}^{(i)}(j) \) represents all \( ijs \), that is \( i \mathcal{N}^{(i)}(j) \in \{i, j, ..., i, j, ..., j \} \). Please notice that \( j \neq i \).

The integrated positioning is formulated as the following: find the posterior distribution of the MT’s state \( X^{(i)} \) with the whole information collected before \( k \) by MT \( i \) as shown in (10).

\[
\text{bel}(X^{(i)}_k) = p \left( X^{(i)}_k | I^{(i)} \right), \forall i \in \mathcal{M}
\]

(10)

where \( I \) is the collected information at corresponding time. \( I^{(i)} \) includes the GNSS measurement of MT \( i \) \( (y^{(i)}_k) \), the D2D measurements between MT \( i \) and all MTs \( j \) in \( \mathcal{N}^{(i)} \) \( (y^{(i\mathcal{N}^{(i)}(j), \mathcal{I})}_k) \) measured by all CFs and their statistical data. \( I^{(i)} \) includes the estimate state of MT \( j \) at time \( k - 1 \) \( \hat{x}^{(i)}_{k-1} \) and its statistical data. Then, the \( X^{(i)}_k \) which makes a maximum of \( \text{bel}(X^{(i)}_k) \) is the integrated position. \( \text{bel}(X^{(i)}_k) \) can be expressed in (11).
If it is given an input \( \text{bel} \left( X_{k-1}^{(i)} \right) \), the direct method for finding \( \text{bel} \left( X_{k}^{(i)} \right) \) in PF is to draw the joint posterior distribution (the first two items of (11)). Then, we sum the joint posterior distribution to a marginal one. The integrated method is shown in Algorithm 1.

**Algorithm 1 GNSS/5G D2D integrated positioning by using particle filter**

**Input:** The initial distribution at time slot 0.

**Output:** The estimate of \( X_{k}^{(i)} \).

1. For each particle \( i = 1, 2, ..., N_P \), sample the initial state \( P \mathcal{X}_0 \mathcal{N}^{(i)}(m) \) from the initial distribution \( p \left( \mathcal{X}_0 \mathcal{N}^{(i)}(m) \right) \);
2. Calculate the weights and normalize them.
3. for time slot \( k = 1, 2, 3, ... \) do
4. Sample the particles of time slot \( k \) by the importance distribution:
5. Calculate the weights:
6. Normalize the weights:
7. Resampling and update the particle set \( P \mathcal{X}_k \mathcal{N}^{(i)}(m) \), then the weights become:
8. Project the particles to the \( X^{(i)} \) dimension, the new marginal particles are \( P \mathcal{X}_k \mathcal{N}^{(i)}(m) \). Then, the integrated state is \( \hat{X}_k = \frac{1}{N_p} \sum_{m=1}^{N_p} P \mathcal{X}_k \mathcal{N}^{(i)}(m) \) .

9. end for

Notice that \( X_k^{(i)} \) is related to the size of \( \mathcal{N}^{(i)} \). Thus, the state space is a high-dimensional variable which means it needs huge amount of particles to draw the joint distribution [21]. Because the MT usually has limited computational resources, it is impossible to use huge amount of particles to estimate the user’s state. Thus, we propose a dimension reduction method to integrate these information in lower dimensional space.

### C. State Dimension Reduction

Multiple particle filtering (MPF) uses several separate PFs by splitting the high-dimensional state space into several low-dimensional sub-spaces [22]. However, MPF cannot substantially reduce the amount of particles as each individual PF needs plenty of particles as well. Moreover, individual PFs will lose the constraint information carried by D2D measurements. For a particular MT, what it concerns is its own state, our work focuses on the positioning MT's state by reducing the other MTs' state dimensions without losing much information.

Denote the intermediate state (IS) by:

\[
Z_{k}^{(ij)} \sim p \left( z_{x,k}^{(ij)} = x_{x,k}^{(ij)} - \mathcal{C}_f \left( \theta_{k}^{(ij)} \right) \right) | X_{x,k}^{(ij)} = x_{x,k}^{(ij)}, L_{k}^{(ij)} = l_{k}^{(ij)}
\]

where \( x_{x,k} \) is the position component in \( X \), \( L_{k}^{(ij)} = \left[ l_{k}^{(ij)} \right] \) represents the distance, azimuth angle and elevation angle, respectively. \( \mathcal{C}_f \left( \cdot \right) \) is the transformation operator of the relative frame to the fixed frame as shown in (13):

\[
\mathcal{C}_f \left( \theta_{k}^{(ij)} \right) = \begin{bmatrix} d_{k}^{(ij)} \cos \theta_{k}^{(ij)} & \cos \eta_{k}^{(ij)} \\ d_{k}^{(ij)} \sin \theta_{k}^{(ij)} & \sin \eta_{k}^{(ij)} \end{bmatrix}
\]

Denotes \( y_{Gx} \) as the position component in \( y_G \), and \( y_{Gx,k}^{(ij)} = y_{Gx}^{(ij)} - \mathcal{C}_f \left( \eta_{k}^{(ij)} \right) \). Because the measurements \( y_{Gx,k}^{(ij)} \) and \( y_{D,k}^{(ij)} \) are independent, so the posterior of IS is:

\[
p \left( y_{Gx,k}^{(ij)}, y_{D,k}^{(ij)} | Z_{k}^{(ij)} \right) \propto p \left( y_{Gx,k}^{(ij)} | X_{x,k}^{(ij)} \right) * \n p \left( -C_f \left( y_{D,k}^{(ij)} \right) \right) | L_{k}^{(ij)} \]

Then, by using the following constraint:

\[
C_{f} \left( L_{k}^{(ij)} \right) = X_{x,k}^{(ij)} - X_{x,k}^{(ij)}
\]

the posterior of IS becomes:

\[
p \left( y_{Gx,k}^{(ij)}, y_{D,k}^{(ij)} | Z_{k}^{(ij)} \right) \propto p \left( y_{Gx,k}^{(ij)} | X_{x,k}^{(ij)} \right) * \n p \left( -C_f \left( y_{D,k}^{(ij)} \right) \right) | X_{x,k}^{(ij)} - X_{x,k}^{(ij)}
\]

Notice that we do not have \( y_{Gx,k}^{(ij)} \) as the D2D CFs are received earlier than the GNSS output. So we use the received integrated position \( \hat{X}_{k-1}^{(i)} \) instead of \( y_{Gx,k}^{(ij)} \) as \( y_{Gx,k}^{(ij)} = \mathcal{A}_{Gx,k}^{(ij)} \hat{X}_{k-1}^{(i)}, \) where \( f_{k}^{(ij)} \left( \hat{X}_{k-1}^{(i)}, u_{k-1}^{(ij)} \right) = A_{Gx,k}^{(ij)} \hat{X}_{k-1}^{(i)} + \Phi_{k}^{(ij)} u_{k-1}^{(ij)} \) is the state transition function with the control input \( u_{k-1}^{(ij)} \), such as the velocities and accelerations. Then, the \( \text{bel} \left( X_{k}^{(i)} \right) \) in (11) can be calculated in (17) assuming the process noise is much less than the measurement noise. Notice that event \( Z_{k}^{(ij)} \) is equivalent to event \( X_{x,k}^{(ij)} \) under the constraint (15) as:
A. Elimination Model

positions and time uncertainties.

measurements, we can achieve a clear relationship between the system, with the help of GNSS outputs and angle measurements. A. Elimination Model was proposed in [25] which considers networks [23] and wireless arbitration protocol of the medium.

In the TWR, various protocols have been designed for time synchronization, such as the timing-sync protocol for sensor networks [23] and wireless arbitration protocol of the medium access control (MAC) layer [24]. A joint time synchronization and localization method was proposed in [25] which considers the synchronization problem and positioning problem in a unique framework. Because the time-based positioning and time synchronization are tightly coupled, the joint synchronization methods outperform in many circumstances [26], [27]. In our proposed GNSS/5G D2D integrated positioning system, with the help of GNSS outputs and angle measurements, we can achieve a clear relationship between the positions and time uncertainties.

A. Elimination Model

Take (2) into $y_{Z, k}^{\langle i \rangle}$ as shown in (20), where $y_{\eta}$ and $y_{\theta}$ are the measurement values of $\eta$ and $\theta$, respectively. $T$ is the GNSS update interval. Denote $y^{\langle i \rangle} = 1/s^{\langle i \rangle}$ and $\dot{y}^{\langle i \rangle} = [1/s^{\langle j \rangle}, o^{\langle i \rangle} / s^{\langle i \rangle} + o^{\langle j \rangle} / s^{\langle j \rangle}]^T, i \neq j$. Take (20) into (13) and write it into matrix form, after re-arranging the items, then we have:

\[ y_{Z, k}^{\langle i \rangle} = A_{G, k}^{\langle i \rangle} X_{k-1}^{\langle i \rangle} + A_{D, k}^{\langle i \rangle} y_{\eta}^{\langle i \rangle} + B_{D, k}^{\langle i \rangle} \dot{y}^{\langle i \rangle} \]

(21)

where

\[ A_{G, k}^{\langle i \rangle} = \Gamma \times 1 \otimes A_{G, k}^{\langle j \rangle} \]

(22)

\[ A_{D, k}^{\langle j \rangle} = e \left[ i_{\theta, r, k}^{\langle j \rangle}, ..., i_{\eta, r, k}^{\langle j \rangle} \right]^T \otimes 1_{3 \times 1} \]

(24)

\[ B_{D, k}^{\langle j \rangle} = e \left[ (1 - k) T + (1 - 1) \Delta T \right] 1 \}

(25)
where $\Omega_k^{(i,\gamma)}$ is shown in (27). Stacking (21) for all $N - 1$ MTs in $\mathcal{N}^{(i)}$, noting $j = j(n), n \in 1, 2, ..., N - 1$, then we have (28), where

$$\begin{align*}
A_{G,k}^{(N^{(i)},\gamma)} &= \left[ A_{G,k}^{(i(1),\gamma)}, ..., A_{G,k}^{(i(N-1),\gamma)} \right] \\
\Phi_{G,k}^{(N^{(i)},\gamma)} &= \left[ \Phi_{G,k}^{(i(1),\gamma)}, ..., \Phi_{G,k}^{(i(N-1),\gamma)} \right] \\
D_{D,k}^{(N^{(i)},\gamma)} &= \left[ D_{D,k}^{(i(1),\gamma)}, ..., B_{D,k}^{(i(N-1),\gamma)} \right] \\
D_{D,k}^{(N^{(i)},\gamma)} &= \left[ D_{D,k}^{(i(1),\gamma)}, ..., \Omega_{D,k}^{(i(N-1),\gamma)} \right] \\
\vartheta^{(N^{(i)})} &= \left[ \vartheta^{(i)}, \vartheta^{(i)(1)T}, ..., \vartheta^{(i)(N-1)T} \right]^T
\end{align*}$$

where

$$\begin{align*}
A_{D,k}^{(N^{(i)},\gamma)} &= \left[ A_{D,k}^{(i(1),\gamma)T}, ..., A_{D,k}^{(i(N-1),\gamma)T} \right]^T \\
B_{D,k}^{(N^{(i)},\gamma)} &= \left[ B_{D,k}^{(i(1),\gamma)}, ..., B_{D,k}^{(i(N-1),\gamma)} \right]
\end{align*}$$

Unlike using either a least squares based estimator or a factor graph to find the position and time uncertainties [25], [26], we use an orthogonal projection operator $\Psi_k^{(i)}$ to the orthogonal space of $D_1^{(N^{(i)},\gamma)}$, which satisfies: $\Psi_k^{(i)}D_k^{(N^{(i)},\gamma)} = 0$. To eliminate the time uncertainties, notice that $D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)}$ is not a full rank matrix which does not have an inverse, so we use the pseudo inverse to calculate. Then, the orthogonal projection matrix of $D_1^{(N^{(i)},\gamma)}$ is $D_1^{(N^{(i)},\gamma)} \left( D_1^{(N^{(i)},\gamma)T}D_1^{(N^{(i)},\gamma)} \right)^{+}D_1^{(N^{(i)},\gamma)}$, and we have:

$$\begin{align*}
\Psi_k^{(i)} &= I - D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)} \left( D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)} \right)^{+}D_k^{(N^{(i)},\gamma)} \left( D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)} \right)^T \\
A_k^{(N^{(i)},\gamma)} &= D_k^{(N^{(i)},\gamma)} \left( D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)} \right)^{+}D_k^{(N^{(i)},\gamma)} \left( D_k^{(N^{(i)},\gamma)T}D_k^{(N^{(i)},\gamma)} \right)^T
\end{align*}$$

where $(\cdot)^{+}$ represents the Moore-Penrose generalized pseudo inverse. As a result, (28) becomes:

$$\begin{align*}
y_k^{(i,\gamma)} &= \Psi_k^{(i)} \left( A_{G,k}^{(N^{(i)},\gamma)} \hat{x}_k^{(N^{(i)})} + \Phi_k^{(N^{(i)},\gamma)} u_k^{(N^{(i)})} \right) \\
\varphi_k^{(i,\gamma)} &= \Psi_k^{(i)} \left( A_{G,k}^{(N^{(i)},\gamma)} \hat{x}_k^{(N^{(i)})} + \Phi_k^{(N^{(i)},\gamma)} u_k^{(N^{(i)})} \right)
\end{align*}$$

B. Elimination Errors Compensation

The elimination of time uncertainties changes the distribution of the measurement errors. Actually, the orthogonal projection operator $\Psi_k^{(i)}$ makes the range measurements vector to collapse to the origin and compresses the measurement and state spaces as shown in (38).

$$\begin{align*}
p \left( \hat{y}_{G,k}^{(i)}, \hat{y}_{G,k}^{(i)} | X_k \right) &= p \left( C_k^{(i)} X_k^{(i)} + n_k^{(i)} \right) \\
&= \left[ \Psi_k^{(i)} \left( 1_{I_{N-1}} \otimes I_{3x3} \right) \right]
\end{align*}$$

where $c_k^{(i)}$ is denoted as the alternative measurement matrix as shown in (39). $n_k^{(i)}$ is the equivalent measurement noise which satisfies (40). As (40) shows, $n_k^{(i)}$ is determined by two kinds of noises: one is caused by the GNSS measurement errors of each MTs ($n_{Gx,k}^{(i)}$ and $n_{Gy,k}^{(i)}$). The other is the residual error of the orthogonal projection ($n_{Dk,k}^{(i)}$) caused by the D2D measurements noises.

$$\begin{align*}
C_k^{(i)} &= \left[ \Psi_k^{(i)} \left( 1_{I_{N-1}} \otimes I_{3x3} \right) \right] \\
n_k^{(i)} &= \left[ \Psi_k^{(i)} \left( n_{Gx,k}^{(i)} + n_{Gy,k}^{(i)} \right) \right]
\end{align*}$$

1) The GNSS measurement errors of each MTs: $n_{Gx,k}^{(i)}$ is the GNSS measurement noise of MT $i$. $n_{Gy,k}^{(i)}$ includes the estimate errors of MT $j \in \mathcal{N}^{(i)}$ at $k-1$ time slot ($n_{X,k-1}^{(i)}$), the errors of control input $n_{u,k-1}^{(i)}$ and the process noise ($V_k^{(N^{(i)})}$) as shown in (41).

$$\begin{align*}
n_{Gx,k}^{(i)} &= A_{G,k}^{(N^{(i)},\gamma)} n_{X,k-1}^{(i)} + \Phi_k^{(N^{(i)},\gamma)} n_{u,k-1}^{(i)} \\
&+ V_k^{(N^{(i)})} \otimes 1_{I_{1x1}}
\end{align*}$$

2) The residual error of the orthogonal projection: Denote $\Delta_\Omega_k^{(N^{(i)},\gamma)}$ as the error of $\Omega^{(i,\gamma)}$ then we have (42), where $C_k^{(D,k)} = \left[ A_{D,k}^{(N^{(i)},\gamma)}, B_{D,k}^{(N^{(i)},\gamma)} \right]$, $\Omega$ and $D_\Omega$ are the values without measurement errors of $\Omega$ and $D_\Omega$, respectively. $C_k^{(D,k)}$ of $D_\Omega^{(N^{(i)},\gamma)}$ would be expected to 0, so $n_k^{(i)}$ is the error caused by the angle measurements. Because $C_k^{(D,k)} \vartheta^{(i)}$ are the distances between MT $i$ and other MTs, we must estimate the distances firstly. Least square (LS) is employed to estimate the rough position of MT $i$ as shown in (43).

$$\begin{align*}
\varphi_k^{(i,\gamma)} &= \Omega_k^{(i,\gamma)} \left[ y_k^{(i,\gamma)} - \left( A_{G,k}^{(N^{(i)},\gamma)} \hat{x}_k^{(N^{(i)})} + \Phi_k^{(N^{(i)},\gamma)} u_k^{(N^{(i)})} \right) \right]
\end{align*}$$
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\[ \psi_k^{(i)} D^{(\mathcal{A}^{(i)},3)}_D D^{(\mathcal{A}^{(i)},3)}_k g(i^{(i)}) = \psi_k^{(i)} \left( \Omega^{(i)}_k D^{(\mathcal{A}^{(i)},3)}_D + \Delta \Omega^{(i)}_k D^{(\mathcal{A}^{(i)},3)}_k g(i^{(i)}) \right) \]

\[ = \psi_k^{(i)} \left( D^{(\mathcal{A}^{(i)},3)}_D D^{(\mathcal{A}^{(i)},3)}_k g(i^{(i)}) + \psi_k^{(i)} \Delta \Omega^{(i)}_k D^{(\mathcal{A}^{(i)},3)}_k g(i^{(i)}) \right) = 0 \]  

(42)

\[ \Delta \Omega^{(i)}_k \approx \text{diag} \left[ -\cos \left( y_{\theta,k}^{(i)} \right) \sin \left( y_{\eta,k}^{(i)} \right), \cos \left( y_{\theta,k}^{(i)} \right) \cos \left( y_{\eta,k}^{(i)} \right), 0 \right] n_{y^{(i)}} + \]

\[ \text{diag} \left[ -\sin \left( y_{\theta,k}^{(i)} \right) \cos \left( y_{\eta,k}^{(i)} \right), -\sin \left( y_{\theta,k}^{(i)} \right) \sin \left( y_{\eta,k}^{(i)} \right), \cos \left( y_{\theta,k}^{(i)} \right) \right] n_{y_0} \]  

(49)

\[ \hat{X}^{(i)} = \left( C_k^{(i)} C_k^{(i)} \right)^{-1} C_k^{(i)} F y_G Z_k \]

where \( y_G Z_k \) is \( \left[ \left( y_G Z_k \right)^T, \psi_k y_G Z_k \right]^T \). Then,

\[ n_{\hat{y},k}^{(i)} = \psi_k \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) d_k^{(i)} \]

(44)

where

\[ \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) = \text{diag} \left[ \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3), ..., \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) \right] \]

(45)

\[ d_k^{(i)} = \left[ \psi_k \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) \right]^T \]

(46)

where

\[ \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) = \text{diag} \left[ \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3), ..., \Delta \Omega^{(i)}(\mathcal{A}^{(i)},3) \right] \]

(47)

At last, we can use the distributions of the unknown time parameters in Algorithm 3.

**V. SIMULATION AND EXPERIMENT**

The proposed algorithm is evaluated by several post-processing experiments with a set of real GNSS data and a set of generated 5G D2D data. The GNSS data were collected by our experimental platform equipped with a low-cost GNSS receiver - Ublox-M8N and a centimeter level accuracy RTK receiver - Huace X90 for reference. The 5G D2D data were generated by a software simulator\(^5\) because there are not real 5G signals.

We walked around the campus of Beijing University of Posts and Telecommunications (BUPT) with the experimental platform (MT1) for data collection. The trajectory is shown in

---

\(^5\)The D2D measurements are obtained by adding Gaussian noises to the true values, which is calculated by the reference GNSS positions and the simulated trajectories.
Fig. 4. The trajectory is divided into 6 parts: Parts 1, 3 and 4 have a well GNSS condition; Part 2 is between two buildings which has less GNSS satellites in sight; The building on the south of Part 5 blocks the south-side satellites; Part 6 is a narrow path surrounded by several buildings which is hardly to see enough satellites for GNSS positioning. Because the RTK receiver was inaccurate in Parts 2 and 6, we used some reference points to mark the true trajectory.

Besides, another 9 MTs were located in the experimental area. MT2-MT4 did circular movements as the yellow lines shown in Fig. 4. And MT5-MT10 were fixed. Some settings and assumptions were made during the experiments except stated otherwise:

1) MT2-MT10 output the GNSS positioning results at 1Hz with Gaussian noises of 0 mean and 13m standard deviation;
2) The D2D measurement errors were set to: \( \sigma_d = 1 \text{m}, \quad \sigma_p = \sigma_p = 1^\circ \) and 0 mean Gaussian noise;
3) The time skew and offset of all MTs are unknown. The time skews are randomly set in \([0.99998, 1.00002]\) ns and the time offsets are randomly set in \([-10, 10]\) ns;
4) There are 2 CF pairs in CO-MWR, namely \( \Gamma = 2 \);
5) The 5G D2D measure distance is up to 200m;
6) 100 particles are used;
7) Only the line-of-sight (LOS) condition for D2D positioning measure is considered;
8) Only horizontal accuracy is concerned.

The root-mean-square errors (RMSEs) and the RMSE improvement rates (IR) which are calculated by (51) are used to evaluate the performance of the proposed algorithm.

\[
\text{Improvement rate} = \left(1 - \frac{\text{RMSE}_{\text{Integrated}}}{\text{RMSE}_{\text{Non-integrated}}}\right) \times 100\% \quad (51)
\]

From Fig. 5, it is clear that Parts 1, 3 and 4 have better accuracy either by integrated or non-integrated method because of the good GNSS conditions in these parts; Parts 2 and 5 have high accuracy by integrating D2D signals while low accuracy is achieved by GNSS solely as there are less satellites in sight in these parts which causes the non-integrated method to become worse; There are not fixed solutions by GNSS in Part 6 as there are not enough satellites in-view, while the integrated method does give positioning results. Specifically, the total RMSE (results excluding Part 6) of the integrated method is 56.2% better than the non-integrated method.

Detailed analyses are shown in Fig. 6. Fig. 6a shows the overview of the positioning results.

Fig. 6b shows that the non-integrated results have several meters bias from the true trajectory in Part 5. It is because the southern building blocked the southern satellites and the poor horizontal dilution of precision (HDOP) led to north-biased results. While the integrated results are accurate thanks to the correction by D2D measurements. On the other hand, Part 5 has the largest IR than other parts because of the poor GNSS condition as shown in Fig. 5.

Fig. 6c shows the positioning results in GNSS-denied scenario. Notice that the GNSS measurement of MT \( i \) (\( i = 1 \) in this experiment) is not available, so the measurement matrix and the equivalent measurement noise shown in (39) and (40) degenerate to \( C_k^{(i)} = \Psi_k^{(i)} \left(1_{\Gamma(N-1) \times 1} \otimes I_{3 \times 3}\right) \) and \( n_y^{(i)} = \Psi_k^{(i)} \left(n_{\text{GWS},k}^{(i)} + n_{\text{D2D},k}^{(i)}\right) \), respectively. Moreover, the velocity measurements in \( u_{x,k}^{(i)} \) are also unavailable. As a result, \( p\left(X_k^{(i)} | X_{x,k-1}^{(i)}, u_{k-1}^{(i)}\right) \) in (19) degenerates to \( p\left(X_{x,k}^{(i)} | X_{x,k-1}^{(i)}\right) \). To avoid the impact of the inaccurate process model, the covariance of the process noise should be increased to a certain extent.

From Fig. 6c, we can see that there are no positioning results of GNSS in most time of Part 6, while the integrated algorithms can provide accurate estimates. This means that...
GNSS/5G integrated positioning\(^6\) has the potential to replace or work with the inertial navigation system (INS) which is widely integrated with GNSS in GNSS-denied environment. Moreover, GNSS/5G D2D integrated positioning is better than GNSS/INS integrated positioning when the initial position is inaccurate or the GNSS is unavailable for a long time\(^7\).

Fig. 6d shows the positioning errors of Parts 1. Because there are enough satellites and less obstacles, the non-integrated accuracy is only slightly worse than the integrated ones. There are similar results for Part 3 which is not illustrated for saving space. However, the IR of Part 4, which has good GNSS condition as well, is obviously larger than the others of Part 1 and 3 as shown in Fig. 5. This is because there are more visible MTs in Part 4 (average 8 visible MTs) than other parts (average 5 and 6 visible MTs in Part 1 and 3, respectively). As a result, much performance improvement is achieved by using more D2D measurements.

Fig. 7 shows the RMSEs with using different amount of particles. It is clear that the positioning accuracy becomes higher with the increasing of the amount of particles. When the amount of particles is larger than 100, the performance improvement is very slightly. Considering the resource consumption, 100 particles are chosen in our experiment.

Fig. 8 illustrates the RMSEs of each algorithms when 5G has different D2D measurement errors if the time skew and offset of all MTs are known. It shows that larger D2D measurement errors lead to larger RMSEs by using the integrated algorithms. However, all integrated ones are much more

\(^6\)Because other MTs still need the GNSS results, we do not call it as 5G single positioning in this condition.

\(^7\)Because the INS calculates the position from the former position each time and there will be large accumulated error for a long time \([28]\).
accurate than the non-integrated ones. Besides, by comparing Fig. 8 and Fig. 5, we can see slightly better positioning performance of the integrated algorithm is achieved with known time parameters as more information is obtained in such condition.

VI. CONCLUSIONS

In this paper, we focused on the GNSS/5G integrated positioning methodology with the D2D range and angle measurements. First, according to the features of GNSS/5G integrated positioning network, a novel CO-MWR protocol for D2D positioning measure in 5G communication networks was proposed to improve the measure efficiency without consuming much resources than the conventional TWR protocol. The GNSS 1PPS timing signal was used for a rough synchronization, so that the time stamps need not to be exchanged in the D2D networks and saved significantly resources especially in large-scale networks by utilizing our CO-MWR protocol. Second, the particle filter was employed to estimate the user’s state. To tackle the problem of particle degeneracy caused by the high-dimensional state space in the integrated positioning system, we proposed a state dimension reduction method which reduces the state from 6N to 3 in the 3-dimensional coordinate. With the proposed integrated algorithm, state estimation method with either certain or uncertain time parameters were explored. In the uncertain time scenario, an orthogonal projection operator was employed to eliminate the time uncertainties. We then derived the alternative measurement noise distribution which was used in PF to improve the filtering performance.

The simulation and experiment results show that the proposed integrated positioning methodology outperforms the non-integrated one especially with more MTs and accurate D2D measurements. Meanwhile, we also designed the integrated positioning algorithm when GNSS is not available which is very common in urban or indoor positioning applications. The integrated results are accurate and robust in these environments as well.
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