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ABSTRACT
In this paper we present a novel framework for ns2 to facilitate
the simulation and, in general, the design of beyond 3G networks.
The set of libraries we wrote for this purpose is calledMulti InteR-
fAce Cross Layer Extensionfor ns2 (MIRACLE). They enhance
the functionalities offered by the Network Simulator ns2 bypro-
viding an efficient and embedded engine for handling cross-layer
messages and, at the same time, enabling the coexistence of multi-
ple modules within each layer of the protocol stack. For instance,
multiple network, link, MAC or physical layers can be specified
and used within the same node. The implications of this are mani-
fold. First of all, the framework facilitates the implementation and
the simulation of modern communication systems in ns2. Secondly,
due to its modularity, the code will be portable, re-usable and ex-
tensible.

As an example of the advantages offered by our architecture,we
show how the MIRACLE framework can be used to quickly set
up protocol architectures for Ambient Networks [1] and evaluate
their performance in wireless and multi-technology environments.
We stress that, even though the emphasis in the present paperis
put on wireless systems, MIRACLE is a general framework which
can be used for simulating wired networks as well as a mixtureof
wired and wireless scenarios. Throughout the paper we also discuss
some of the downsides of existing ns2 extensions, which are often
programmed in a rather ad hoc manner, according to specific needs
or technologies and, as such, are often difficult to extend/re-use. In
contrast, our effort aims at providing well defined interfaces and
is based on a truly modular architectural design. Our work can be
seen as a step toward the definition of a standard framework for the
simulation of cross-layer, multi-technology and mobile systems in
ns2.

Categories and Subject Descriptors
I.6 [Simulation and Modeling]: General, Model Validation and
Analysis, Model Development; C.2.6 [Computer-Communications
Networks]: Internetworking
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1. INTRODUCTION
In the last few years, advances in the hardware for wireless net-

working and, especially, embedded microprocessor technologies
have made it possible to manufacture very small radio equipments
at low cost. This enables the integration of different technologies
in the same mobile equipment. These multi-technology solutions
are now available on the market and open up the possibility ofex-
ploiting new communication paradigms. As multi-interfacehard-
ware becomes available at low cost, there is a parallel need for un-
derstanding its performance limits and devising new networking
protocols that will make full use of the offered potential. Often,
these systems are way too complex to be fully characterized ana-
lytically, and we have to resort to accurate simulation tools for their
complete understanding. One of the most used simulation tools in
the networking research community is without doubt the Network
Simulator,ns2 [2]. We observe, however, that ns2 does not cur-
rently support multiple radio interfaces and lacks flexibletools for
the cross-layer control of communication systems. Moreover, in
the standard distribution of the simulator, the wireless channel is
represented via unrealistic models, which may lead to biased re-
sults. Also, alternative implementations of the wireless channel are
available for specific radio technologies, such as Bluetooth. Nev-
ertheless, these are neither standardized nor re-usable for different
radio interfaces. This makes it very difficult to carry out studies on
wireless coexistence and spectrum sharing.

In this paper we present an architecture that we developed for the
ns2 simulator in order to fill these gaps. Our framework is called
Multi InteRfAce Cross Layer Extension(MIRACLE) for ns2 [3]. It
is conceived as a set of dynamic libraries which are loaded toadd
support for multi-technology and cross-layering. We also wrote a
patch which facilitates the use of dynamic libraries in ns2.No-
tably, working with dynamic libraries allows the development and
subsequent use of new features without the need for re-compiling
the whole simulator. In fact, libraries can be loaded on demand at
simulation time. Moreover, as we show later, our architecture is
highly modular as it allows the interconnection of multipledown
and upstream modules at every layer in the protocol stack. Ded-
icated and broadcast channels are allocated, at each node, for the
inter-layer communication of control as well as data messages. We
finally observe that, even though our emphasis as well as the ex-
amples that we show later in this paper are on wireless systems,
the framework can be used to simulate wired networks as well as a
mixture of wired and wireless architectures.

In the first part of this paper we introduce MIRACLE, by high-



lighting its functional structure, the currently available features and
how it can be extended for the support of new radio technologies.
Subsequently, we give a concrete architectural example on how
MIRACLE can be used to model a multi-technology wireless sce-
nario. Simulation results are also reported for selected network
settings. The remainder of this paper is structured as follows. In
Section 2 we discuss the patch we developed to load dynamic li-
braries in ns2. In Section 3 we present in detail the MIRACLE
framework. In Section 4 and Section 5, we discuss modules ported
from ns2 and developed from scratch, respectively.

In order to give an example application of the MIRACLE frame-
work and, at the same time, to demonstrate that it facilitates the
implementation and the simulation of beyond 3G wireless systems,
in Section 6 we briefly introduce the Ambient Networks (AN) EU
funded project. The aim of the AN project is to enable seamless
interworking between networks and wireless terminals in a mobile
and multi-technology environment. In Section 7, we describe how
we implemented the AN architecture in ns2 by means of the MIR-
ACLE framework. In Section 8 we demonstrate, via simulationre-
sults, the effectiveness of the MIRACLE approach and discuss the
advantages of using it for simulating beyond 3G networks. Finally,
in Section 9 we draw our conclusions.

2. PATCH FOR LOADING DYNAMIC
LIBRARIES IN NS2

Many researchers around the world are developing modified ver-
sions of ns2 in order to introduce new features such as agents, pro-
tocols, algorithms, etc. The standard practice adopted in doing this
is to get an official version of the ns2 source distribution, make the
needed modifications on the source code, add new files somewhere
in the existing code tree, and finally build everything into the ns2
executable. In other words, adding functionalities to ns2 means
making changes to the whole ns2 distribution. In some cases these
changes make their way into the official ns2 project; often, how-
ever, this will not happen because of several issues like poor back-
ward compatibility, unproven reliability, and so on. Still, it is often
the case that people are interested in using or modifying some of
these ns2 extensions (note that there are some very popular ones,
such as IEEE802.11e). Installing them involves, in the bestcase,
downloading the official ns2 distribution and patching it [4]. In the
worst case, it is necessary to manually replace specific codefiles in
the ns2 code tree [5,6], or even to download an entire modifiedns2
distribution [7]. In general, keeping different extensions available
requires having separate ns2 installations.

We believe that the introduction of dynamically loadable libraries
substantially improves the current way of developing extensions to
ns2 and its usability. A list of offered advantages is reported below:

• People can develop add-ons for ns2 (e.g., introducing new
agents, packet types, protocols) without having to modify the
core simulator.

• New packet headers and types, as well as packet tracers,
could be defined to assist debugging, collection of statistics
and inter-module communication. These can also be loaded
on demand according to user’s needs.

• Dynamic libraries can be loaded at simulation time, with no
need to recompile the whole ns2 distribution or to keep dif-
ferent ns2 binaries.

• The installation of third-party ns2 extensions is made easier,
thereby facilitating their dissemination.

• Dynamic libraries will make life easier for lab technicians
and students. In fact, an official ns2 version can be installed
by the administrator and students can just build and use their
preferred extensions independently.

• Besides, these modifications will make ns2 more modular
and scalable. Adding new features to the simulator will be
easier and backward compatibility will be preserved.

We observe that dynamic libraries are natively supported inns2
(see Tclload functionality). However, the set of functionalities
which can be accounted for by means of this approach is severely
limited by the intrinsic structure of the simulator. As an example,
new packet types and headers cannot be added to the code. In or-
der to remove these limitations, we developed a patch enabling dy-
namic definition of packet types, headers and their corresponding
tracers. As mentioned above, this facilitates inter-module commu-
nication and collection of statistics. Hence, our patch makes it pos-
sible to effectively exploit the benefits of using dynamic libraries
thus achieving what we discussed in the bullets above.

Finally, we would like to observe that special care has been taken
to ensure backward compatibility: the patch has been designed in
order not to interfere with the existing functionalities inns2. This
patch is available at [8].

3. THE NS2-MIRACLE LIBRARY

3.1 Related Work
The main motivation that led us to the development of this library

was the need for a flexible and easy to use tool for the simulation of
multi-layer and multi-stack architectures in mixed wired/wireless
settings. In this respect, there have recently been a few attempts
to improve ns2 flexibility, in particular to overcome the current ns2
limit of no more than one wireless interface per mobile node.For
example, TENS [9], Hyacinth [10] and the solution proposed by
Aguero et al. [11] are extensions to ns2 which introduce the possi-
bility of using multiple wireless interfaces within the same mobile
node; however, they are currently limited to the use of a single ra-
dio technology (i.e., 802.11) for all interfaces. MW-Node [12], in
addition to the support for multiple wireless interfaces, also allows
coexistence of different radio technologies and routing protocols
within the same node; still, its scope remains somehow limited,
since modularity is addressed only at the network layer and below,
and the fixed protocol stack architecture imposed by the use of the
MobileNode is maintained.

We note that the recently started ns3 project [13] shares with
MIRACLE some relevant goals, such as enhanced modularity of
components; however, there are some major differences between
ns3 and MIRACLE. First of all, it is to be acknowledged that ns3
tries to address some ns2 issues, such as support for distributed sim-
ulations and emulation, which are not considered in MIRACLE.
Nevertheless, this choice for ns3 has required a complete rewrite
of the simulator, which prohibits reusability of the many valuable
components already implemented for ns2; MIRACLE, on the other
hand, can take advantage of reusing ns2 code and can consequently
offer many of the features already included in ns2 with little or no
development effort (see Section 4). Furthermore, there aresignif-
icant differences in the node architecture between ns3 and MIR-
ACLE. To the best of our understanding, ns3 adheres to the ns2
concept of having different types of nodes (e.g., internet node, mo-
bile node) with well-defined protocol stack architectures;in this
approach, only the developer has the possibility of definingnew ar-
chitectures by writing a new node class. MIRACLE, on the other
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Figure 1: Example of a general multi-layer architecture within the MIRACLE framework.

hand, introduces the concept of a unique, general purpose node
which primarily acts as a container for arbitrary protocol stack ar-
chitectures; this provides the user with great flexibility upon instan-
tiation of the nodes, at the cost of a slight increase in the complex-
ity of simulation scripts. Finally, at the time of this writing it is not
very clear to what extent ns3 will provide support for cross-layer
interactions, for which MIRACLE provides a dedicated facility.

3.2 MIRACLE Architecture
One of the primary goals of MIRACLE is to facilitate the inter-

connection of different modules of the protocol stack while, at the
same time, uniforming the procedure by which multiple protocol
layers are plugged into the same node. We may have, for instance,
a node with multiple PHY, MAC or routing layers and we may use
all of them in the same simulation by making decisions on which
modules to use at runtime.

We started our work from a few existing ns2 classes that were ex-
tended to obtain the basic building blocks of our framework.The
reason for this choice was to maintain some backward compatibil-
ity with previously developed ns2 code (see Section 4). One of the
most important blocks is probably theModule class. As shown
in the left side of Fig. 1, multipleModules can coexist within the
same protocol layer and can be connected to up and downstream
Modules. Dedicated objects, referred to here asConnectors,
are used for this purpose. EachModule contains a specific proto-
col or entity which may be a PHY, MAC, routing layer, transport
protocol, application, etc.

All Modules within the same stack are connected to a unique
structure calledNodeCore. The role of theNodeCore is twofold.
First, it was designed to enable communication amongModules
and thus to facilitate cross-layer design. The secondNodeCore
functionality consists of managing information and providing func-
tionalities of common interest for allModules.

Regarding cross-layer interactions, we note that the common
practice in standard ns2 consists of either including control mes-
sages within packet headers or manipulating the ns2 node structure
in a rather ad hoc manner. In the former case, however, control
messages would be tightly bound to the packet flow whereas, in
the latter, it would likely be difficult to re-use/adapt the code to
additional needs. Note that these are static solutions as communi-
cation interfaces among modules and cross-layer algorithms must
be defined in advance, i.e., during the setup of the simulation. In
contrast, our solution adheres to the widely accepted concept of
having a bus for inter-layer communication [14]. Accordingto our
framework, messages amongModules can be exchanged at any

time and without the need for interleaving them with the dataflow.
In addition, we standardized how information is exchanged among
layers thus achieving modularity and extensibility. In this case,
modules can discover each other and communicate with any other
entity in the protocol stack at runtime. For instance, the routing
layer can discover, during the simulation, which radio interfaces
are owned by the terminal. To accomplish this, it is sufficient to
send a broadcast control message requiring a response from each
availableModule.

As to the maintenance of common information and functionali-
ties, theNodeCore currently maintains the geographical position
for each node. To this end, we defined a generic interface which
can be used for the implementation of mobility models directly in
C++. Currently, the framework features deterministic and Gauss-
Markov [15] mobility models.

Another important piece of the architecture is thePlugIn class.
PlugIns are attached to theNodeCore and are the perfect place
for cross-layer algorithms: thanks to theNodeCore, control mes-
sages can be easily exchanged betweenPlugIns and protocol
Modules.

Finally, MIRACLE implements a brand new tracing technique:
all packets and cross layer messages are traced by eachConnector
as they pass through it. Hence, the development of tracing function-
alities is not bound to the implementation ofModules. The level
of verbosity of message traces is fully tunable and programmable.
With tunable we mean that the tracing functionality can be indepen-
dently turned on/off for eachConnector. Programmable means
that the output of the tracers can be fully defined by the user.Ac-
cordingly, each implementation of aModule/PlugIn can define
its own tracing rules, which can be exploited for debugging or col-
lection of statistics.

A diagram of the MIRACLE architecture is given in Fig. 1.

4. PORTING NS2 MODULES IN THE
MIRACLE FRAMEWORK

Special care was taken in the design of our architecture, so as
to facilitate the porting of existing ns2 code. In particular, we de-
fined theModule class as a child of theNsObject class. Hence,
we can encapsulate ns2 modules within the MIRACLEModule
class. This requires redirecting the input and the output ofthe orig-
inal ns2 modules to theModule class, which is now in charge of
connecting the original module with the rest of the protocolstack.
This allows the re-use of existing ns2 code. However, in thiscase
modifications to the original ns2 modules amount to re-writing part
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Figure 2: A diagram of the UMTS architecture.

of the original module and re-compiling the whole ns2 distribution
in order to make the changes effective. To solve this problem, we
can alternatively copy the code of the original ns2 module inthe
extension of the related MIRACLEModule class. In this case, the
code is part of the MIRACLE framework and, as explained in Sec-
tion 2, can be modified and recompiled separately from the rest of
the simulator.

As an example, the first procedure was used to port TCP Agents
and links, whereas the second one was adopted to port (and extend)
the standard IEEE802.11 ns2 module.

4.1 Porting and Refinement of the IEEE802.11
Library

In addition to porting the ns2 IEEE802.11 module to the MIR-
ACLE framework, we added new functionalities such as multi-rate
support and a better interference model. In more detail:

• We added support for multiple transmission rates, modula-
tion and coding schemes as defined in the IEEE802.11b/g
standards. This includes the possibility of switching the mod-
ulation in use at runtime.

• We implemented a realistic interference model which calcu-
lates the signal to interference plus noise ratio (SINR) for
each connection by considering all packets in flight. The
packet error rate is determined as a function of SINR accord-
ing to packet error rate curves. These for IEEE802.11g are
obtained off-line by means of an orthogonal frequency di-
vision multiplexing (OFDM) physical layer simulator. For
IEEE802.11b, we instead used an analytical model of the di-
rect sequence spread spectrum (DSSS) technique.

• The use of an SINR-based packet error model provides a
capture model which is more realistic with respect to the
one adopted in ns2, which relies on a pre-determined cap-
ture power threshold.

In addition to the above improvements, we also solved some of
the bugs reported in [16]: “Direct Access Denial”, “Random Back-
off Time” and “Capture Model”1. This library is available both as
a MIRACLE Module and as ns2 extension [17].

1We note that “Capture Model” in [16] actually refers to a synchro-
nization issue, which therefore differs from the capture model issue
discussed before in this section.

5. NEW MODULES IN MIRACLE
In this section we present the new modules that we explicitly

developed for the MIRACLE framework. We start, in Section 5.1,
with the description of a novel library developed to model the phys-
ical layer of different radio technologies in a unified manner. Sub-
sequently, in Section 5.2, we describe our UMTS library for MIR-
ACLE.

5.1 MIRACLE Physical Layer Module (MPhy)
One of the most delicate issues in ns2 is the physical layer. Es-

pecially for wireless systems, packet errors are often evaluated us-
ing simplistic interference models, an example being the standard
IEEE802.11 implementation.2 This led us to the development of
the MIRACLE Physical Layer Module (MPhy), which can be used
as a basis for the implementation of different radio technologies.
MPhy records all packet receptions and gives some basic instru-
ments to calculate the corresponding SINR values. In practice, for
all received packets it estimates the SINR as a function of prop-
agation gains, interference due to simultaneous transmissions and
correlation factor due to channel overlapping.3 All MPhy compo-
nents are implemented as parent-classes which can be extended to
the specific technology in use. In detail, in addition to the standard
ns2 free space and two ray ground reflection models, we developed
a full propagation model accounting for path loss, shadowing and
multi-path fading phenomena: the path loss is calculated according
to the well known Hata model [18], shadowing is tracked by means
of the Gudmonson model [19] and fading is simulated for each link
through a Jakes simulator [20] with a programmable number of
oscillators. The improvements in [21] were also consideredin or-
der to enhance the goodness of the Jakes simulator in the presence
of multiple users. Finally, SINR values are translated intopacket
errors by accounting for the specific modulation and error correct-
ing code adopted by the technology under consideration. This last
process, which is technology dependent, is done by extending the
MPhy class and implementing the needed error model.

5.2 UMTS Library
The UMTS library was developed starting from MPhy (see Sec-

tion 5.1) and theeuraneextension for ns2 [4]. Thanks to MPhy

2Whenever two nodes transmit in parallel, arate-independent
power threshold is used to assess the correctness of the reception.
3With channel overlapping we mean channels using non fully or-
thogonal frequency bands.



we implemented a physical layer accounting for multi-user inter-
ference, power control and spreading/scrambling operations. SINR
measurements are translated into packet errors using suitable ap-
proximations, which we calculated off-line (similar to thefittings
in [22]). This increases simulation speed while preservingthe re-
quired accuracy. Regarding radio link control (RLC) features, we
ported the acknowledge mode (AM) RLC from eurane, which im-
plements packet fragmentation, selective repeat ARQ (witha bitmap
acknowledge mode) and data concatenation. We added the SDU
discard functionality in order to avoid infinite retransmission loops
(as is often done in practical systems). An example of the UMTS
architecture is given in Fig. 2, where each block is obtainedas an
extension of theModule class (see Fig. 1). For readability, in this
figure we do not explicitly mention theNodeCore class, which is
always required to correctly configure a node.

6. AMBIENT NETWORKS FRAMEWORK
AND MIRACLE

MIRACLE was used to implement, in ns2, the framework de-
veloped within the EU funded Ambient Networks (AN) project [1,
23, 24]. The AN project targets transparent wireless accessand
services in a multi-technology environment. One of the mainob-
jectives of the project is to provide support for multi-technology
terminals, i.e., to allow users to seamlessly migrate between differ-
ent technologies and networks and, in addition, dynamically man-
age the business relations with their access providers. Thekey goal
is to provide users with the services they want irrespectiveof their
location. This is achieved through cooperation between networks.
We note that, in a mobile environment like the one envisionedin
the Ambient Networks project, cooperation has to be established
“on the fly”. The current version of ns2 is not adequate for the
simulation of these types of systems. First of all, simultaneous
usage of multiple wireless technologies is not natively supported
by ns2MobileNodes. In addition, a coherent architecture for
exchanging control messages, switching between access interfaces
and, in general, enabling cooperation at every layer of the protocol
stack is still lacking. Finally, cross-layer solutions areoften im-
plemented, as discussed earlier in this paper, through programming
tricks such as piggybacking control messages within data packets.
This, however, might lead to wrong results and is neither portable
nor re-usable as we change the technology in use. Our MIRACLE
framework was conceived to fill these gaps and thus to facilitate
the design, the development and the simulation of next genera-
tion wireless systems. In what follows, we go through the main
concepts of the AN projects by giving particular emphasis tothe
system architecture for multi-technology support and its functional
elements, and explaining how it can be exploited to realize the AN
vision discussed above. In doing this, we constantly refer to the
MIRACLE library and on how the architecture in question can be
realized through its use. In Section 7 we discuss how the AN ar-
chitecture was implemented in ns2 using MIRACLE. Finally, in
Section 8 we report simulation results.

6.1 Overview of Network Composition
One of the most important concepts developed within the AN

project consists of the so calledNetwork Composition. Network
Composition is a dynamic, automatic and uniform framework that
allows cooperation among networks. It can be exploited to enable,
e.g., users to access a new network or to stay in the same network
but change the access technology in use (as, for instance, they
detected an access opportunity at lower cost). In addition,Com-
position can be used to modify business relations with the access

provider, change security parameters/profile and so on. According
to the AN framework, two AN-aware networks can communicate
only after a successful Composition procedure. Of course, back-
ward compatibility with AN-unaware systems is preserved. How-
ever, Composition procedures, if present, allow a full integration
between networks and terminals, that are then able to move across
systems (and technologies) and to exploit the full set of function-
alities offered by the visited Ambient Networks. Once in place,
a Composition relation is described by a Composition Agreement
(CA) between the networks or parties. In addition, different levels
and types of co-operation are supported, e.g., network attachment
of user devices, configuration of Personal Area Networks (PANs)
and joint resource control of large operator networks. Also, dy-
namic roaming should be supported, i.e., situations where the user
or the home operator do not have any previous agreement or re-
lation with the operator of the visited network and therefore an
agreement needs to be established before the user can connect. The
Composition process consists of five phases: Media Sense, Dis-
covery and Advertisement, Network Attachment, CA Negotiation
and CA Realization. Further details on the AN architecture are dis-
cussed in the following Section 6.2.

6.2 A Modular Architecture for Multi Tech-
nology Support in Wireless Systems

In Fig. 3, we report a diagram showing the protocol architec-
ture for an Ambient Networks enabled terminal. For illustration,
UMTS and IEEE 802.11 radio technologies are plotted in the fig-
ure. A standard IP-enabled protocol stack is used as a starting
point. In addition, we account for a number of modules (shown
in the right-side of the figure) which contain the Ambient Net-
works intelligence. For instance, these modules are responsible
for initiating a CA between the mobile entity and the selected Ac-
cess Point (AP), to monitor the connectivity status of the terminal,
to change the wireless technology in use, etc. Ambient Networks
modules are referred to as Functional Entities (FEs). The Generic
Link Layer FE (GLL in the AN terminology) is an adaptation layer
which is interposed between the IP layer and the technology de-
pendent layers, i.e., the Link Layer (LL) and the PHYsical layer
(PHY). Its main role is to enhance existing functionalitiesat the
link layers of the owned radio technologies. For instance, thanks
to the GLL one could change/monitor LL parameters, add new fea-
tures such as Hybrid ARQ algorithms, packet based forward error
correction (for enhanced multicast performance), etc. In addition,
as shown in Fig. 3 the GLL is in charge of obtaining QoS indi-
cators for both the MAC and the PHY layers. These indicators
are either obtained through the reception and the subsequent elab-
oration of the advertisements sent by the APs or from the collec-
tion of statistics, such as bit error rate and received power, dur-
ing data transmission/reception. Quality indicators may be specif-
ically related to the received power or be user defined (indicated,
in Fig. 3, by Pow/SINR and QoS, respectively). These quality
indicators are then passed to the Multi Radio Resource Manage-
ment FE (MRRM). MRRM contains the Network Advertisement
FE (NAD) and an execution logic which is MRRM specific. The
MRRM might be seen as the heart of the AN architecture: it makes
decisions on the APs to join and the radio technologies to useat any
time, it sets parameters to achieve energy savings and, in general, to
optimize the performance for the currently used network interfaces.
In detail, the role of the NAD is to decode incoming advertise-
ments (from neighboring APs) as well as to put the advertisements
to be sent by the terminal in the right AN format. All FEs are con-
nected to the Generic Transport Layer Protocol (GTLP), which is
the transport protocol used for inter-terminal AN communication.
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Ambient Networks enabled terminal.

Note that the MRRM (or better itsexecution logic) is also directly
connected to the protocol stack. In particular, the execution logic
of the MRRM is directly attached to the link layer (via GLL). This
is to handle network association procedures (such as Wi-Fi asso-
ciation messages) when IP connectivity still has to be established.
In addition, LL messages are required by Ambient Network At-
tachment Procedures, which are necessary to establish basic AN
connectivity with a foreign network. These messages are also man-
aged by the MRRM execution logic. To sum up, there are two
levels of communication. The first (and simplest) level exploits LL
connectivity, and is used to send advertisements (from APs), net-
work attachment requests (from mobile terminals), to associate a
mobile nodes with a new network and, finally, to execute Ambient
Networks attachment procedures. The second type of communi-
cation, which is AN specific, happens through the GTLP, whichis
in charge of exchanging AN-messages between different physical
entities (e.g., terminal and AP). However, this last type ofcom-
munication requires IP connectivity and for this reason cannot be
managed at the link layer. The last component in the architecture
is the Comp-FE, which handles Composition procedures. Comp-
FE is connected to the execution logic in the MRRM and commu-
nicates to pair Comp-FEs through the GTLP. Composition is not
treated in detail in this paper, for further information thereader is
referred to [24, 25]. Tables including currently joined APs(or net-
works), corresponding QoS and the type of Composition whichis
currently active for each of them are stored at the MRRM and atthe
Comp-FE. We observe that this structure is rather general, and can
be easily extended by adding more FEs. Finally, note that theAN
intelligence reacts to triggers from the application layer, which sets
QoS reference profiles and indicates whether the user is actually
satisfied about the perceived quality.

We stress that in this paper we focus on a specific AN architec-
ture which is, however, far from being complete or representative
of the whole Ambient Networks framework. In the AN project, in
fact, many more FEs are being defined and additional aspects,such
as authentication, billing, security, media server support, etc., are
considered as well. These are generally implemented as FEs and
have well defined roles and interrelations. In this paper, weinstead
concentrate on the minimal level of detail we need to evaluate han-
dover procedures in networks featuring multiple technologies.

7. REALIZATION OF THE AN ARCHITEC-
TURE IN MIRACLE

We will now describe how the AN architecture outlined in the
previous section has been simulated using the MIRACLE frame-
work. First of all, MIRACLE multi-interface support was exploited
to create a mobile terminal equipped with both an 802.11 and a
UMTS interface. To simulate these wireless technologies, we used
the modules presented in Sections 4.1 and 5.2, respectively. Fur-
thermore, the flexibility of the node architecture in MIRACLE al-
lowed us to implement the GLL as aModule, and interpose it
between the IP and the Link Layer. We point out that doing this
in ns2 would have required either modifications to the 802.11and
UMTS link layers so as to add the necessary functionalities,or a
substantial rewriting of theMobileNode architecture (to add a
new layer between IP and LL). Similarly, MIRACLEPlugIns
were exploited for the implementation of the FEs which make up
the AN intelligence and do not have a precise placement in thepro-
tocol stack but, rather, are meant to interoperate with all protocol
layers. Thanks to the Cross-layer communication facility provided
by theNodeCore, FEs are allowed to communicate among them-
selves, as well as with allModules in the protocol stack; this is
exploited, for instance, to exchange QoS-related information and to
perform power measurements. We stress that exploiting MIRACLE
functionalities the development of the cross-layer communication
system was rather quick, whereas using standard ns2 would have
required a great effort in finding tricks and hacks to exchange the
needed messages among protocol layers and additional software
modules implementing the FEs. Finally, the flexibility of the MIR-
ACLE framework allowed us to go even beyond the cross-layer ap-
proach and to implement with ease some cross-layer/cross-device
solutions with different levels of hierarchy. For instance, as shown
in Fig. 3, the Execution Logic can communicate with its peer at a
different node thanks to the the GTLP, which wraps AN messages
into IP packets and controls their transmission over the network;
this entails some degree of hierarchy between MRRM and GTLP.

8. VALIDATION THROUGH SIMULATION
RESULTS

In the next two sections, we describe the simulation scenario as
well as the essence of the Execution Logic we considered at the
MRRM (Section 8.1) and we finally report some simulation results
(Section 8.2).

8.1 Simulation Scenario
To numerically evaluate the correctness and, at the same time,

the effectiveness of our approach, we set up a simulation scenario
as follows. We considered two radio technologies, i.e., IEEE 802.11g
and UMTS. Mobile terminals are randomly scattered, at the be-
ginning of the simulation, within an area of400 × 400 m2. We
consider a single UMTS AP, placed in the center of the area so as
to give coverage to all nodes. We additionally considered a single
IEEE 802.11g AP, also placed in the center of the simulation area
and providing coverage for the terminals placed within a distance
of about100 m. All nodes are equipped with both radio technolo-
gies and are mobile. For the physical mobility, we adopted the
Gauss-Markov mobility model [15] considering the two average
speeds of2 and15 Km/h. A schematic representation of the sim-
ulation scenario is shown in Fig. 4. Terminals receive UDP data
traffic from their Mobile Network Operator (MNO in the figure),
which is placed in the fixed Internet portion of the network. The
MNO is connected to both UMTS and 802.11 APs via two dedi-
cated wired channels. These are error free, fixed delay (200 ms)



channels. Data flows in the downlink direction (APs→ terminals),
whereas standard (e.g., AP association, ARP, etc.) and AN signal-
ing messages use both uplink and downlink channels. Downlink
data traffic is bursty: during each burst, data is sent continuously at
a rate of70 Kbps. In our simulations, we considered burst durations
of 5, 10, 15, 20, 25 and30 s. The inter-burst interval is constant and
it was set to10 seconds for the simulation results we report in this
paper.

For the radio access management policy, we considered the fol-
lowing two cases. As a basis for our performance evaluation,we
implemented an Ambient Networks unaware system, where UMTS
and 802.11 coexist but extremely simple rules are used to select
the radio access. In particular, in this case the radio technology is
selected at the beginning of each burst, based on received signal
levels, and is kept unchanged until its end. As a second solution,
we considered an Ambient Networks aware selection policy, ac-
cording to which available access opportunities are continuously
evaluated and handover between systems is possible at any time. In
this case, the decision making engine is placed in the MRRM and
classical methods are used to mitigate unnecessary handovers and
ping-ponging.4 In the simple access selection policy no action is
taken when the data channel is idle (i.e., the radio in use is evalu-
ated and possibly changed only during the reception of a burst of
data), while, in the AN-enabled policy, MRRM continuously mon-
itors the perceived attachments in order to be ready as soon as the
data will come.

Finally, in our simulations relaying was not permitted, i.e., ter-
minals could only communicate directly with any of the APs and
could not exploit other terminals as repeaters.

8.2 Simulation Results
Simulation results are shown in Fig. 5. In Fig. 5(a) we report

the average packet error rate that a terminal experiences during the
reception of a burst of data. Both the simple and the AN-enabled
access selection policies (see previous section) are shownin the
figure. As expected, AN algorithms provide better performance for
all burst lengths. This is due to the careful and continuous assess-
ment of available accesses. In addition, we note that performance
increases at lower speeds (2 Km/h in the figure). This is due to
the fact that an increased velocity corresponds to a higher number
of handovers which, in turn, may lead to a higher packet loss.We
note that, however, the increase in the packet error rate is limited.

Fig. 5(b) shows the total number of control bytes transmitted by
an Ambient Networks terminal during the reception of a burstof
data. First of all, we observe that an increasing speed leadsto an
increased traffic. The reason is the same we discussed above,i.e., a
higher handover frequency. Secondly, the control traffic overhead
grows with the burst duration. In fact, users during longer bursts are
more likely to move out of coverage of the serving AP. In this case,
they must initiate a new handover procedure, thereby generating
further control traffic.

9. CONCLUSIONS
In this paper we presented theMulti InteRfAce Cross Layer Ex-

tension for ns2 (MIRACLE). This framework allows the exten-
sion of the protocol stack so as to add multiple protocols within
each layer and, in addition, facilitate the design of cross-layer al-
gorithms through the definition of a dedicated communication bus.
4In practice, triggers from the PHY are received at the MRRM
whenever the signal strength decreases below system dependent
thresholds and hysteresis loops are accounted for to avoid ping-
ponging between radio technologies. The same thresholds are used
for the evaluation of the two radio access management policies.

MNO

Wired Channel
Wired

Channel

802.11 AP UMTS AP

Figure 4: Simulation scenario.

In the first part of the paper we discussed pros and cons of exist-
ing ns2 architectures supporting multiple access techniques. We
subsequently described our framework, discussing the libraries we
developed and their advantages with respect to previous solutions.
These include the support for 802.11 and UMTS radio technologies
as well as a generic physical layerModule that we use to charac-
terize the transmission over the wireless medium. As an exam-
ple of the advantages offered by our architecture, we then showed
how MIRACLE can be used to quickly set up protocol architec-
tures for Ambient Networking and evaluate their performance in
wireless and multi-technology environments. We stress that, even
though the emphasis in the present paper is put on wireless systems,
MIRACLE is a general framework which can be used to simulate
wired networks as well as a mixture of wired and wireless scenar-
ios. Our work can be seen as a step toward the definition of a stan-
dard framework for the simulation of cross-layer, multi-technology
and mobile systems in ns2.

The work on the Miracle library is still ongoing. In more detail,
we would like to improve the tracing functionality in order to avoid
excessively large trace files and to allow filtering according to spe-
cific keywords. In addition, a number of extensions are possible,
e.g., to port existing ns2 routing protocols and to implement further
radio technologies such as IEEE802.15.4, WiMAX, Bluetoothby,
e.g., adapting their standard ns2 implementations.
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