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Abstract—The success of 3G networks depends on the pos-channel of 3G W-CDMA cellular systems. To investigate
sibility to attract customers to this new technology. Therefore, the performance of our proposed link layer algorithms, a
ggrivsfiﬂé"fﬁ: gjgt]gmtgres Zﬁ’gcrggg”;e'é‘ 2 tﬁfsf'%ggtermﬁg?ﬁtrroﬁﬂﬂi system simulator has been developed obtaining accurate W-
link layer algorithms that are suitable for multicast transmission CPMA common channel error traces. In Section I, the
in 3G cellular systems and we present their impact on video €rror recovery algorithm is presented in detail, whereas its
application in terms of play—out buffer requirements. By our performance evaluation is carried out in Section IV. In this
approach we show that Hybrid ARQ solutions can be succesfully section, further modifications of the proposed scheme are

employed to perform error control in the multicast transmission  Jeyised to limit some transmission inefficiencies in the video
case. Using these schemes, performance can be increased thereb

increasing system capacity and lowering the cost per served user. é’treammg transmission case. Section V concludes the paper.

In the final part of the paper, these solutions are extended for
the important multicast video streaming case, where new schemes Il. SYSTEM UNDER INVESTIGATION

are devised to avoid the throughput inefficiencies of fully reliable We consider here a 3G cellular system, where W-CDMA
error recovery agorithms. is used as the radio interface. Moreover, as suggested by [1]
we consider that Common CHannels (CCHs) are allocated for
the local transmission (at every base station) of multicast data.

For a financial success of the 3G cellular systems seve@ibviously, this choice is dictated by the need for an efficient
conditions have to be fulfilled. First of all the highly paidutilization of the channel resources, as motivated above. In
spectrum has to be used in a very efficient way to maximizeder to derive accurate channel traces for this system a W-
the possible profit by accepting as many customers in tt®MA cellular system simulator has been developed. The ref-
system as possible. On the other side, to make 3G attractiveetence scenario together with some details about the simulator
the customers new sophisticated services such as video/awd® reported in the following.
streaming have to be introduced. Furthermore, the price of theThe service area is composed By = 9 hexagonal cells,
mobile has to be low. where a base station is placed at the center of each cell

To solve the contradiction between bandwidth demandirad a given number of users are mobile within the coverage
services such as video and the request for efficient usage ofénea. Propagation phenomena are modeled through standard
spectrum, 3GPP [1] introduced multicast/broadcast channtdshniques, by considering log-normal slow fading, fast fading
referred to as common channels. Over this type of channedsd path loss [2]. A simple power control algorithm has been
users with the same interest in a specific content will be servieaplemented following the basic algorithm which can also
using the same spectrum. As the customers have differéet found in [3], i.e., the downlink transmitted power is di-
channel characteristics, design of link layer (LL) algorithmsamically varied by a constant multiplicative increase/decrease
for error recovery becomes a very challenging task. In caftor (A = 0.5 dB) to track a target SIR value&s{ R;;,). For
we use well known forward error correction (FEC), it conflictsvhat concerns channel coding and interleaving, we consider
with the need for efficient usage of the spectrum as FEChere a convolutional half rate Viterbi decoder operating over
always designed for the worst case scenario. In case Automaiicinterleaving interval’T' = 80 ms.
Repeat reQuest (ARQ) mechanisms are used, the delay foA first set of usersNpcy € {200,300} communicate
data transmission may become large. Streaming services hiéweugh Dedicated CHannels (DCHs) whose bit rate3(s
been identified as the most promising over multicast channét$ps (i.e., physical Spreading Factor 6fFpcy = 128).
For such services, a so called play—out buffer is used withiihese users are placed randomly at the beginning of the sim-
the users’ terminals to balance the variations in the dasiation and move following a pseudo-linear mobility model.
transmission. For large delays (as we have to expect in thiee power control procedure is dynamically executed for each
ARQ case) huge play—out buffers are needed, which, in tutrser as explained above. This first set of DCH users is regarded
make the terminal very expensive as long play—starts are there as system interference since our main focus is on the
result. common channel multicast transmission.

Therefore, in this paper we propose and validate an efficientA second set of uselccp € {180,450, 900} is receiving
algorithm for the delivery of multicast flows over the commotthe multicast flow through a Common downlink CHannel

I. INTRODUCTION



(CCH) whose bit-rate and spreading factor &e= 120 Kbps Different coding schemes can be used for this purpose, Reed—
and SFocg = 16, respectively. These users can also be dolomon and Tornado deserve a particular attention [8], [9].
the move, but their serving base stations remain unchangeidwever, in this work we are mainly interested in discussing
Let us better clarify this point. CCH users are randomlihe effectiveness of these coding strategies without going into
placed at the beginning of the simulation, shadowing amdde implementation details. Moreover, in the following, we
path loss are chosen according to the log-normal and thgsume that, in the first encoding phase, it is possible to
exponential model, respectively, and are kept constant for thenerate a large (but finite) number of redundancy packets
whole simulation time. Subsequently, in order to emulate sorfex each FEC block. These packets will be transmitted on-
degree of mobility, their Doppler frequendy is selected, but demand as incremental redundancy during the error recovery
without changing their spatial coordinates. In this way, walgorithm. The main benefits of this approach are

are able to control their fast fading as if they were on the « Improved transmission efficienci single parity packet
move but without reflecting it into a change of their spatial can be used to repair the loss of any packet in the TG,
positions. Therefore, it is possible to investigate multicast i.e., it can repair the lossef different data packets at
delivery algorithms (our main focus here) disregarding the different receivers This fact is extremely useful since
multicast handover management that, by itself, constitutes a different receivers are in general affected by independent
problem to be properly handled. The common channel power error processes.

has been fixed to the constant valBecn = Pioy™ " . « Improved scalability in terms of group sizén ARQ
schemes the sender needs to know the sequence number
I1l. LINK LAYER ALGORITHMS FORMULTICAST of each lost packet. Instead, using parity packets for loss
STREAMING repair, the sender only needs to know the maximum

number of lost packets by any receiver but not their

When the multicast flow is transmitted by means of a sequence number. So, the feedback is reduced from per—
common channel, different users are in general characterized packet feedback to pef¢: feedback.
by independent channel error processes. This is very importanf |mproved feedback channel performancéhanks to
since it can make traditional link layer retransmission algo- the pro-actively added redundancy, some error recovery
rithms inefficient as the multicast group siz&(, where N, is possible at the user terminals, without the need for
in our scenario is given by, = Nccu /N.) increases. retransmissions. As a consequence, the number of ACK

For illustration purpose, a fully reliable multicast service is  messages that the users are sending back to the base
considered at this point. In that case, a packet needs to be station can be considerably decreased. This beneficial
retransmitted if at least one user has not correctly received effect has been largely investigated in previous work
it. Moreover, an erroneous packet needs to be retransmitted (see [10] as an example), where techniques to limit the
until all the users in the multicast group have received it ACK collision problem have been considered. These
correctly. However, in this case we have thatNgs increases results and algorithms still apply in our scenario as well.
the probability that at least one user needs a retransmission Results on ACK collision avoidance will not be explicitly
at a given time increases as well. Therefore, the forward link  considered in this contribution, where the emphasis is
throughput is heavily degraded by retransmissions, while the mainly put on the proposal and the presentation of
available bandwidth for new transmissions becomes very low. schemes for the multicast delivery in 3G networks.

As N, increases simple ARQ (Automatic Retransmission
reQuest) may not be sufficient to cope with this problem, Regarding the last item above we observe that, as the
because it simply retransmits the lost packets whenever a fi@mber of multicast users increases the number of generated
transmission request (Not Acknowledgment, NACK messag’ACKs could be large (e.g., when a large number of users
arrives at the base station, but it does not account for tReexperiencing bad channel conditions). In these cases, the
possibly different error processes that, at every receiver, &edback channel performance is degraded and some counter-
affecting the transmitted packet. To cope with this problermeasures have to be taken to avoid or limit this fact. Later
we propose to exploit packet-based FEC techniques direcdlly, in Section IV-B two algorithms will be presented to cope
at the link layer. A rich literature can be found on thevith this problem.
topic [4][5][6][7]. The hybrid ARQ (HARQ) algorithm that will be considered

By this approach, some error recovery is performed directily this paper is presented in the following.
at the receiver side by pro-actively adding some redundancy
into the multicast flow. This redundancy can be independentlyHARQ algorithm:At the sender side the TG oV PDUs
exploited, at each receiver, to recover from losses. If loc@K data packets plu#/ redundancy PDUS) is sent first. Each
recovery succeeds, no retransmissions are required and rideeiver checks for errors in each TG and replies accordingly.
forward bandwidth can be utilized to allocate new packén this scheme incremental redundancy is used. To better
transmissions. In more detail, the multicast flow at the linkxplain how the algorithm works suppose that, in addition to
layer of the sending base station is divided in transmissitime N PDUs in the first transmission? redundancy PDUs
groups (TG) of K packets each. Then, each group is passédve already been sent over the channel for a given TG. In
to a packet-based encoder wheFe redundancy packetsthis case, each receiver checks for the number of correctly
are generated for every TG. Finally, the whole FEC blodkeceived PDUs §,;) among theN + R PDUs sent. Let us
composed by + H packets is sent over the channel. At theefer to a given useir € N, where N is the set of multicast
receiver side, every user can exploit the redundancy packesers in the cell. 1V, (i) > K the original K PDUs can be
by recovering up td4 erroneous or lost packets, in any ordeobtained and the TG is correctly received by us@therwise,



if N,x(i) < K, useri sends back a NACK including th€G | N PDUs (data+redundancy) |
identifier and r; = K — N,(4), i.e., the minimum number ! K H !
of new redundancy PDUs needed for the correct decoding

of the K data PDUs at that terminal. The sender collects -----

incoming NACKs and computeR,,,, = max;car(r;). Then, o 1 1121481, AKP ] N
R = R, new redundancy PDUs are encoded for that Tcé N+2 | | )/ /! e oN
and are transmitted over the CCH channel. This procedure I , , ) , i ,
repeated until all users iV are able to correctly decode the £ / A A / /: /

K data PDUs, i.e., wheV,, (i) > K Vi € N. This scheme 1 7 ‘ 7 ‘ 7 ‘ 7 ‘ 7 ' 7 ‘

tries to achieve a trade—off between channel efficiency andJ---- A A v IN
delay. In fact, for each retransmission request, the minimum | ! v_
number (channel efficienc}) of PDUs needed to ensure that (I-1)N+1 (I-1)N+K  transmitted
all multicast receivers will be able to recover the origidl sequence

packets is sent (delay). Note thatR,, .. hew PDUs guarantee
the successful decoding of a TG by all receivers only if no
channel errors occur, or if channel errors are such that each
receiver is able to decode at leastPDUs out of theR,,,qx 01
transmitted. This hybrid scheme and alternatives are described

in more detail in [11], where this algorithm has been found R C—
to be the best candidate among the considered ones. The
aim of this paper is to go further with respect to the resultsx oot SellaL N
in [11] (obtained considering independent error processes T
at every user), by testing the algorithm over accurate Wg ®
CDMA channel traces, proposing new approaches to increaéoé 0.001 E
the effectiveness of FEC and to cope with some throughpus

Fig. 1. Link layer interleaving on the link layer TG flow.

inefficiencies in the video streaming case. § ‘\4
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above are addressed in detail considering accurate 3G W- 1 10 100
CDMA channel traces. In this case, channel errors tend to be Interleavina Buffer [Kbvtel

correlated and, as a cor)sequence, the propos.ed F.EC SO'“tL?”.SZ. Residual link layer packet error rate: effectiveness of the interleaving
may become less effective. In order to cope with this problefgiroach on the link layer packet flow as a function of the interleaving buffer
or, at least, to limit its impact on the overall performancesjze B).

we introduce further interleaving directly at the link layer

(Section IV-A). Essentially, we try to break the error bursts, by

spreading them over several different FEC blocks. This will

. . -~ e ading the matrix by columns, i.e., the transmitted sequence
improve the coding efficiency at the cost of some addltlonEﬁ’i” be: {1, N+1,2N+1,...,(I—~ )N +1,2, 2N +2, (I -

complexity. The interleaving procedure is illustrated in th .
next section, whereas the performance evaluation is reporfed +2 -+, 2N, ..., IN}. Note that all PDUs belonging
later on in Sections IV-B and IV-C for the fully reliable andIo he same block are transmitted over the channel spaced by

) ) ; — 1 packets.
streaming video cases, respectively. As an example, in Fig. 2, the LL packet residual error
A. Link Layer Packet level interleaving rate is reported for th&0-th and the90-th percentile of the

CH users as a function of the interleaving buffer size. The
aph has been obtained considering a first set of DCH users
Npcpg = 200) that are on the move as explained above,
lile CCH (Nccmg = 1000) users are staffc It is worth
%ing that, if the interleaving buffer is large enough, the FEC
"completely avoid losses &% (B = 10 Kbyte) and90%

~ 30 Kbyte) of the cases.

As highlighted in previous research [5], packet-based F
techniques are very effective to offer low residual PDU err
rates to multiple users receiving the same data from a com
transmission channel. However, the effectiveness of such te
nigues decreases as the link layer error burstiness increa
When error bursts are too long, the added redundancy is lik
lost and it is useless in recovering from errors. In this case,
the redundancy only wastes the available channel resour@sThroughput and Delay Performance of a Fully Reliable
To overcome this fact, we apply a matrix interleaving on thglulticast Service

TG flow pri_or to its_transmissi_on over the channel_. Let Us | the results discussed in the following sections, we con-
refer to the interleaving buffer size (expressed here in numigga, o | | logical bit rate o3, = 120 Kbps (SFocw = 16) a
of LL PDUs) at the LL asB. Then, as reported in Fig. 1, 1qund trip time (RTT) 0220 ms (this is a typical maximum

; . ; el o
PDUs are first disposed in &x N matrix’, wherel = B/N \a1ye for the LL RTT in a 3G network [1] and it is due to the
is the interleaving depth. Thereafter, link layer PDUs are sent

2A Doppler frequency offy; = 2 Hz has been considered in such a case.
IMatrix indexes are expressed in units of PDUs. Due to the lowf; value, long LL bursts are experienced by CCH users.
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Fig. 3. Mean link layer packet delay as a function of the number of FEEIg. 4. Tradeoff between throughput)(and play—out buffer requirements
redundancy packetsH). (Bsize)-

large interleaving depth of 7'/ = 80 ms) and a LL PDU gselective Repeat ARQ. Note that asncreases, the delivery
length of 360 bits. With these values, we have that aboelay also increases since, due to the interleaving process, a
77 PDUs are transmitted in a LL RTT. Moreover, with the terynger time has to be waited for to send new FEC blocks. This
ARQ, we refer here to the standard Selective Repeat ARghq delay also impacts the outstanding retransmissions since
algorithm, where a retransmission for a packet is schedulggh packets contained in the matrix are always sent in a row.
if at least one user in the multicast set is requiring for its | the sequel we look at the play-out buffer requirements
retransmission. The 3G system simulator has been configuien a video streaming flow is being transmitted over the
as explained in Section Il considerinypcy = 200 and ccH channel. The trade-off between buffer requirements and
Necn € {180,450,900}. By its execution, @ set of CCH channe| efficiency is reported in Fig. 4. What is referred
channel traces have been obtained for every user in the systgR}e asmaximum buffer Siz€B,..) is the buffer dimension
Further, these traces have been used (off-line) as the infiifich s needed to avoid thatuffer starvation occursat

for a HARQ simulator, from which performance measurge gpplication play-out buffer. To track the play-out buffer

Ecupancy during the simulation, we consider a variable input

nsideringin-order delivery of LL packets), whereas we
count for a constant output flowwhich is set at the value
B, xn. The evaluation of the required buffer siBg, .. is
efore executed off-line, after finding As can be clearly
observed in Fig. 4, by tuning the coding redundattyit is

{20,50,100}, fg = 40 Hz, H = 8, I = 2 for two K/N pgible to trade channel efficiency for buffer requirements
values /N € {0.8,0.9}). In the same table, the throughpu B,;..). The curves in Fig. 4 have a first part where the

for plain ARQ and the throughput gains (HARQS ARQ) giope'S = dB,;../dn is still limited, and a second part,
are also reported. The advantage offered by HARQ solutiops\yhich S suddenly increases. Obviously, this second part
becomes clear a¥/, increases. should be avoided, since only marginal throughput advantages
can be achieved at the expense of a substantial increase of

data is always retransmitted. Later on (Section IV-C), the foc
will be put on the video streaming case and this assumptig%)
will be relaxed. _
As a first set of results, we focus on the channel efficienﬁ{er
(m). In Table I, n values are reported considering, <

N. | SCHEMES— | ARQ | HARQ(K/N=0.8) | HARQ(K/N=0.9)

0 7 0667 T 069 073 Biiz.. Moreover, for illustration purpose, two points have been

20 | n Gain [Kbps] | —— | 2.8 Kbps 7.6Kbps marked in this figure§ = 40, H = 8 andN = 40, H = 4) to

50 [ m 0.5 0.6 0.64 highlight how the same choice for the FEC block parameters

51’80 i Gain [Kbps] T (1)25Kbps éﬁéi Kbps translates in terms aB,,.. andn for different N, values.

100 | 1) Gain [Kbps] | — | 15.2 Kbps 10.92 Kbps In order to gain some insights in the low mobility scenario
TABLE | (fa = 2 Hz), in Fig. 5 we plot the FEC error correction

probability by varyingH, f; andI. The FEC error correction
probability is defined here as the probability that the pro—
actively added redundancy PDUs can successfully correct the
The motivation behind the choice of the parameters 2 errors occurring during the first transmission of a FEC block.
and H = 8 is illustrated in Fig. 3, where the mean LL packein such a case we do not need further packets to be retrans-
delivery delay is reported. From this figure it is clear that, imitted. It is clear that the added redundancy is effective and
addition to the good achievable throughput performance, ttiet its convenience is higher over heavily correlated channels
selected case is also a good compromise for the delay, whiclifig = 2 Hz). Over such channels, also the interleaving depth
still of the same order of magnitude as the one introduced hgs a positive impact. The throughput/buffer relationships, in

HARQ THROUGHPUT GAINS CONSIDERINGI = 2, H = 8, fg =40 Hz
AND B, = 120 KBPS.



1 retransmission process for the corresponding block is initiated
---------------- only if the number of retransmission requests is large enough,

09 e i.e., if the number of received NACKs for that block exceeds a
R B given threshold- (that can be expressed as a percentage of the
08 e ] number of multicast users in the cel\,). However, even if
//T _— this mechanism is very simple, it presents the following major
07 P - drawbacks

« It does not limit the number of NACKs flowing on the

bursy backward channel. In this case, in fact, the sender still

First RX Error Correction Probability

00 needs to acquire the NACK messages from every multi-
sl 7 I=1, f,~40Hz | cast user in the cell to evaluate the percentage of incoming
‘ IT:,lf =i2:§ ————————— requestsA). As a consequence, error prone c_hannels will

=4, {52Hz e lead to a highly loaded uplink channel which in turn
04 s 10 1 2 o e causes non trivial problems such as collisions and the

need for uplink management procedures.
« The retransmission process can be denied for those users
Fig. 5. Link layer FEC error correction probability as a functionfsf with good channel condition. Such users rarely ask for
retransmissions, but their requests could be dropped if
7 is large enough. In these cases, the system is unfair,
. — since agood userwhich is rarely asking for the channel
such a case, are very similar to what reported in Fig. 4. resource is penalized in the same manner abaldeusers
that continuously ask for retransmissions.

To solve these drawbacks, we devise a second solution that
i based on a probabilistic approach rather than on the selection
of the hard threshold. The task of the base station controller
is to keep the forward channel efficiency to a reasonable
I n*. In order to maintain such level, some retransmission
requests have to be denied, as above. Let us define an overall
retransmission acceptance probabiliy as the probability
hat the retransmission process is initiated for a given FEC

lock. This probability comes from the superposition of the
acceptance probabilities at every user. Let us better explain
1§ point. The generic user fails to decode a FEC block

Redundancy H [nr. PDUs]

C. Efficient Delivery of Multicast Video Flows

As clearly highlighted by the results in the previous sectio
when a fully reliable service is provideg,is decreasing with
the number of multicast users in the systéw) (Table I).
Moreover, the throughput also shows a strong dependence
the system interference (in our case My ). For instance,
by adding100 DCH users in the systemMpc gy = 300) and
considering the parameters as in Table | witl) = 50, we
have thatn — 0.32, i.e., it has almost halved with respec
to the case whereVocy = 200. This is to reflect that,
due to the increased interference, more CCH users experie

bad channel conditions and frequently ask for retransmwth probability p.; and subsequently decides whether or

sions. As a consequence, they heavily impact the forwa“ t a retransmission for that block should be initiated with
channel .thr_oughput, Since in 'the recovery aIgonthm eve obability p,;. Then, useri sends a NACK for the generic
retransmission request is satisfied. In some cases this beh E block vCilt'h prob:albilityp‘ — poi X pri. IN SOMe Sense, we

should be avoided. Consider for example the transmlssmna adding a probabilistic filter after the decoding process in

a video streaming flowin that case some residual errors cag o5 gacide whether the retransmission for an undecodable
be tolerated (depending on the minimum acceptable V'dSPock has to be requested. It is important to observe that

quality), b”t.‘he flow has to _be t(ansmitted in a timely mannge  mechanism operates directly at the user terminal, by
and respecting the constramts_lmposed by the users_pla!y-ggiying (in a probabilistic manner) the transmission of NACK
buffers (to avoid buffer starvatlon): In such a scenario, it lr%essages. This is very useful in order to obtain a simple
unacceptable to have a small portion of the users congestilichy yicyinted algorithm and to limit the number of NACKs
the forward channel transmission, since they will waste tl?ﬁ‘)wing over the backward channel. At the sender side. the

system resources (common channel bandwidth) leading t‘?e"i’ransmission for a block is initiated if at least one NACK

poor video quality for the remaining users in the syste received for that block. i.e.. usin .
; . , e, g the HARQ algorithm
Instead, it would be better to keep the transmitted flow resented in the previous sections. The modifications are

e o, i lormed at e receer side oy adding he probabisic
a situation the best policy is no longer to retransmit tﬁe Io(':II sion in the NACKs sending process. Hence, the overall
; . Patransmission probability can be obtained as

packets for every user, instead, it would be better to contro
the number of retransmissions to maintain the forward channel N,
throughput to an acceptable value. 1 TTi

As a first solution to this problem, one could use the simple P=1 H(l Pi) (@)
but effective strategy given in the following. A limit on the
number of satisfied retransmission requests is imposed.where p; is the block retransmission request probability for
particular, after the first reception of a FEC block, everyseri. Let us pose the following constraint; = p* Vi €
user communicates its reception status to the base station{by2, ..., N, }, which means that every user has the same
sending a NACK message when the FEC block is undecodalpeobability to send a NACK over the backward channel, i.e.,
At the sender side, the incoming NACKSs are collected and tfige same resource request capability is assigned to every user.

i=1
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Thanks to this assumptign.; can be found as

*
Pri = min (1, p)
Dei

pf=1—(1—P)"/Nu

)

where

3

Percentage of satisfied users as a function of the normalized useful

degradation to the common channel resource. Hence, using
the probabilistic scheme above, the useful bandwidth can be
adaptively selected by means of the paramdterand an
appropriate trade—off (bandwidth/throughput) can be chosen.
This can be useful as new interference is added to the system
or when users are experiencing bad channel conditions. The
aim of the approach is to keep the useful bandwidth to a
reasonable level to avoid the buffer starvation at the good
users’ terminals.

We have verified that the performance of the first scheme
above (fixed threshold) is always worse than the one given
by the probabilistic approach. As an example, fgprup to
0.001 the number of satisfied users in the second approach
is increased ofl5 %, whereas it is increased dab % for
P = 0.001.

V. CONCLUSIONS

In this paper error control algorithms for multicast data
transmission in 3G cellular systems have been proposed. Their
performance has been tested by simulation over accurate W-
CDMA channel traces. A fully reliable service has been
investigated first. Hybrid ARQ has been found to signifi-
cantly outperform plain ARQ. Throughout the paper, particular
attention has been paid to the multicast video streaming
case, by giving quantitative measurements for the play—out
buffer requirements and the involved trade—offs. Finally, some
schemes have been devised for unreliable multicast cases (e.g.,
video streaming), where some residual errors can be tolerated

To run the algorithm the sending base station only needsq. according to a minimum video quality). These schemes
communicateP and N, to every multicast user in the cell. 3re used to control the forward channel useful bandwidth.

The users will then independently estimate and obtainp,.;

according to Eq. (2). The target channel efficiengy can

Further studies on these on-line algorithms, used to handle
retransmission requests while controlling the video quality at

then be selected by appropriately tuning fA@arameter. The each user, are the main focus of our future research activity.

algorithm has the following advantages
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In the following we report some performance results regarding
these mechanisms. Here we say that a user is satisfied if g
packet error probability is less than a given threshgldFor
instance, this threshold could be easily related to a minimu
video quality. In Fig. 6, we report the percentage of satisfie
users as a function of the normalized useful bandwigitB,.
for the second scheme above, by varying the paranietéhe
case where no ARQ is considered at the link layer is labeled;
as "no ARQ”. WhenP = 1, all the retransmission requests are
satisfied with a consequent throughput degradation (this is just
the fully reliable HARQ scheme presented in Section IlI). Opg;
the other hand, a® — 0 some retransmission requests can
be controlled according to the distributed algorithm present q]
above. In this case, the useful bandwidth, i.e., the bandwi
available to transmit new data is increased at the expense
of some residual errors. The bad users are the most penal-
ized, since these users are the ones introducing the highest

]
(8]
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