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ROUTING STRATEGIES FOR COVERAGE EXTENSION
IN HETEROGENEOUS WIRELESS NETWORKS

Marco Miozzo, Michele Rossi, Michele Zorzi

ABSTRACT N
The focus of this paper is on routing over heterogeneous net- %
. A i
S

works. We consider a scenario involving both infrastruetur

and infrastructureless wireless networks, where a set of mo l

bile users are interested in communicating with several ac-
cess points (APs). Multi-hop routing, possibly over hetero
geneous technologies, is exploited to extend the coverxage f
those users that are not within the transmission range of an
APs. We propose a proactive tree-based approach for the dis-\:-
semination of routing information and the subsequent data f
warding towards the APs. Subsequently, we compare its per-
formance against reactive routing algorithms for ad hoe net
works. The network performance is obtained via simulation
through careful modeling of the considered radio interface
The results indicate the superiority of proactive schenmeteu
moderate/high traffic conditions and motivate further ezgsh.
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I, INTRODUCTION Figure 1: An example of heterogeneous wireless network.

tter coverage. The problem to be solved is to allow the mo-
ile users to transmit their data flows to one of the APs. The
Sonsidered environment is heterogeneous. That is, both APs

tion of very small radio equipment in a cost-effective walisT and users may own either all or a subset of the available RATS.
We furthermore consider an environment where not all users

allows to integrate different technologies in the same devi are within coverage of an AP. For this reason, multi-hop com-

However, multi-technology solutions raise many reseasch | nication mav be exploited for coverade extension
sues. One of these is to devise good methods to exploit R y P 9 :

available technologies in order to improve performance. In!n Fig. 1 we show the considered network scenario. As an
fact, multi-technology solutions are expected to provieah €xample, we assume that a user wants to connect to an Internet
efits from both the operator's and the user's point of viewervice (e.g., web, e-mail). His mobile terminal can be ie on
Specifically, the improvements may be in terms of network c8f the following three situations: 1) he is within the covgea
pacity, coverage and efficiency in the usage of radio regsurcarea of an AP; 2) he is within the coverage area of different
Also, for the users it may be possible to get better perfogean/\Ps (possibly having different technologies, see case Aén t
in terms of mobility support and service availability. figure) and 3) the user does not have an AP within range (case
The focus of the present paper is on the following netwofk in the figure). In this last case, the user must exploit multi
scenario: we consider a set of fixed access points (APs) ande® communication to reach an AP. Cases 2 and 3 are the most
number of mobile wireless users. Users are interested mstrainteresting to our study. In these two cases, a user haseotsel
mitting data to one of these access points (uplink communi@ access from a candidate set; two issues arise: how the can-
tion) in order to gain access to the fixed Internet. Both use¥ilate setis discovered and which policy is considered tkema
and APs may own several different radio access technologi@dting decisions. In this paper we investigate these tpto
(RATs). For illustration purposes, in this paper we focus on In the past literature, several papers have been published o
IEEE802.11b [1] and UMTS [2]. These are widespread arhlese issues. The authors in [3] propose a family of QoS based
currently used access technigues which are already inejrarouting schemes. They consider multiple data flows, with het
in many commercial products. From a technical standpoi®,ogeneous requirements in a possibly multi-technology sc
these RATs have very different capabilities. IEEE802.3pbt nario. Their main focus is on the definition of metrics to be
ically offers high bit-rates but the service is best-efford QoS exploited by routing algorithms and on the evaluation ofrthe
guarantees). This is mainly due to the channel access s¢hegffectiveness in terms of load balancing. The work is mainly
which is based on CSMA and is therefore affected by collanalytical and does not report detailed results consideait
sions and consequent throughput reduction as the numbetuafl wireless technologies. Reference [4] focuses on aorktw
users increases. In IEEE802.11b data delivery typicalbuoe  scenario similar to the one that we consider here. The asithor
through multi-hop communication. On the other hand, UMT@ropose a two-tier architecture, where they exploit UMTSéa
offers lower bit-rates but can guarantee a minimum QoS andtations (node Bs in the UMTS terminology [2]) and special
*All authors are with the Consorzio Ferrara Ricerche (CFiR) Saragat 1 gateway nodes to access the fixed Intemet, whereas they use
44100 Ferrara, Italy. M. Rossi and M. Zorzi are also w(ith t'?s\/drsi?y of multi-hop ad hoc routing to deliver data to the gateways. The

Padova, Dept. of Engineering (DEI), via Gradenigo 6/B, 35Radova, Italy. prOPOS(_e_d_ solutions exploit prObabi”StiC_rOUtinga whegating
E-mail: nzznrc@mni fe.it,{rossi, zorzi }@lei. unipd.it probabilities are calculated based on link costs. The sehem

In the last few years, advances in the hardware for wirel i%
networking, micro—fabrication and embedded microprooes
technologies have made it possible to manufacture a gen
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is effective but some extra overhead is needed to maintain ttongested AP or, in general, to an AP which guarantees the
two-tier structure, which acts as a backbone. In the prgsent desired QoS with a high enough probability. Route selection
per, we continue the previous work by proposiomginerout- should be done carefully. For instance, IEEE802.11b APs of-
ing solutions and demonstrating their effectiveness thhade- fer lower QoS guarantees than UMTS APs. However, 802.11
tailed simulation results. Further, we carefully accoumtfoth technology may offer higher bit-rates. Also, the considere
the PHY and MAC layers of the considered technologies, lgchnologies exploit different physical/MAC techniquesieh,
implementing them in an event driven simulation tool (sde [t turn, translate into different system capacities.
for further details).

The paper is structured as follows. In Section Il we discuss I1l. TREEBASED ROUTING
possible algorithms to achieve multi-hop routing in our-sc

nario, by emphasizing pros and cons of classical solutioos S?n this section, we present a proactive algorithm calledeTre

as theDynamic Source Routin(DSR) [6] protocol. In Sec- Based Routing (TBR), which is based on the DSDV proto-

tion 11l we introduce our proposal, which we caltee Based col [7]. In particular, TBR accounts for additional featsir®

Routing(TBR). In Section IV we compare DSR and TBR i andle technology diversity and both local (first order _heig
the heterogeneous network discussed above by means of si §) and global (node_s APs) flow management ac_cordlng to
lation. Finally, Section V concludes the paper. e imposed QoS requirements. As demonstrated in Section IV

the proactive nature of the scheme is justified by its good per
formance. In fact, in the considered scenario, where the pri
mary interest is to route packets towards an AP, the overhead
In the heterogeneous scenario considered in this papes thiatroduced by reactive solutions (e.g., DSR) may be toodarg
are several problems to solve to find a route to a given destiren when the data traffic is low. In our settings, mobile sode
nation (AP). First of all, we must discover a (possibly multineed to learn routing paths towards the available APs, whose
hop) path to any of the available APs. Second, in the casemofmber is usually low. In such a case, it is often more conve-
multiple available routes, we must select a path that méets hient to broadcast somedmmoi routing information to get
QoS requirements, by cutting the wanted tradeoff between ut the APs rather than having all nodes to independently star
performance and network capacity. For the coverage exté&b procedures, as done in [6]. The TBR algorithm works as
sion case (node B in Fig. 1), we may think of exploiting roufollows. Each AP periodically sends a message, cdikaton

ing algorithms which have been proposed for ad hoc networlscluding its own identifier (id), a metric indicating it®nges-
These can find a path to a given destination in environmetitsn status a sequence number andhap countHC) number,
that change frequently and in an unpredictable manner. Howhich is initially set to one. For the UMTS APs, thengestion
ever, we should bear in mind that route discovery impliesesoratatusis estimated by the Radio Network Controller (RNC) [2]
extra overhead which likely impacts the overall network-peas follows. The RNC collects the status of each active user
formance. In general, we should devise solutions that lsalartonnected to the AP (node B in the UMTS terminology [2]),
the load due to data traffic (routing) and the load due to route., by considering its current transmission activityd aral-
discovery (RD). As a reference routing algorithm, in this paculates the maximum bit-rate that can be allocated for a new
per we consider the DSR reactive protocol. A brief desaipti data connection to this AP. This calculation follows anraest

of the algorithm is given next, whereas the reader is referréon procedure which consider the (current) total poweeléw

to [6] for a more precise treatment. In DSR each node statte cell, the QoS requirement for the new connection and the
an RD procedure every time it needs to send data to a destiregction due to fast power control algorithms after allowag

tion for which no routing path is known. This involves an ininew channel. This is implemented through standard teclesiqu
tial delay, since routing information has to be acquirecbbef used in Call admission Control (CaC) solutions [2]. In thés p
communication can start, as well as an exchange of signalipgr we consider uplink connections only. The downlink case
packets. The RD procedure has to be also initiated wheneall tan be treated similarly and its study is left for future aasé.
discovered paths fail due to changes in the network topolodipr the IEEE802.11b RAT the congestion estimate is derived
Hence, in the presence of high network dynamics, the traffita slightly different manner. In particular, the AP muligs

load due to RD may cause a large overhead. Alternatively, wee fraction of time in which it is idle by the maximum effec-
may tackle the routing problem by exploiting proactive soluive transmission rate. This rate is calculated by muliipdy
tions. These rely on periodic updates of routing inform@atiothe maximum physical ratel { Mbps) by a factor which ac-
which is refreshed even when no data has to be transmittedunts for the overhead due to the RTS/CTS/ACK handshak-
The initial delay due to the RD phase is eliminated at the casty (see the calculations in [8]). As said above, beacons are
of a constant exchange of routing packets. Whether the bpstiodically broadcast by each AP. Such an operation may tak
option is to exploit proactive or reactive schemes depemds several seconds. Upon receiving a beacon from a given ra-
the network dynamics, traffic patterns as well as node mgbilidio interface (either IEEE802.11b or UMTS), a node looks for
We further observe that once multiple routes to a destinatithe identifier; of the AP that generated the beacon and for the
are available at a given node, a further problem arises.dn fahop count number carried by the packet iIC Subsequently,

it is necessary to devise good rules to select the path to-be ibhchecks in its local routing table whether a beacon from the
tually used. These should account for the delay (which magme AP: with a higher sequence number exists. If so, the
be estimated according to the number of hops separating beacon is discarded. Otherwise, the node creates a hew entry
source and the destination), the congestion level of thesodor AP i in its local routing table and the beacon is marked as
in the path as well as the node residual energies. In additiealid. This entry includes the AP identifiér the congestion

in a multi-technology scenario, further metrics are to ba-costatus contained in the beacon, its sequence number an@ its H
sidered. In fact, we may want to route packets towards a narumber (HQ:)). In addition, if the node owns an IEEE802.11b

II. ROUTING IN HETEROGENOUSNETWORKS
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RAT, it re-broadcasts over this interface a copy of the beaco
by increasing its HC field by one unit. This last operation is
performed through thbasic random access madéccording

to this technique, the retransmission of the beacon is sdbed
after a time interval which is uniformly distributed [, T']. T

is a function of the average number of nodes within range that ¢

own an IEEE802.11b RAT, and is accounted for to reduce the
beacons’ collision probability. Further, in case a userceives

two or morevalid beacons from the same AP which carry dif-
ferent HCs, the smallest HC is considered as the actual hop
count distance for the node (HG). Moreover, in a wireless
network routes may fail due to changes in the topology, which
may be due either to user movements or channel conditions
(e.g., interference and fading). We therefore account fie-a
fresh mechanism which removes from the routing table all the
entries which are considered too old. This allows to traek th
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network dynamics and adapt the broadcast trees to its varfdgure 2: Average throughputas a function of the traffic load

tions. Finally, in an improved version of the beacon propa-
gation scheme, we additionally account for a threshold dhase
policy which consists of considering only those beaconssgho
SINR level is above a minimum threshold. The rationale be-
hind this policy is to prune unstable links. This mechanism i
referred to here alink stability scheme. To sum up, the propa-
gation of beacon messages from each AP allows to create mul
tiple shortest path trees routed at the APs, which can beesubs
qguently used by any node in the network to route packets. In
more detail, routing towards the APs is performed as follows
The node first checks among those entries in its routing table
whose congestion status can be considered adequate fe-the r
ception of the flow in question (i.e., whose congestion lével
sufficiently low). Among these selected APs the one with the
lowest HC metric is chosen. If two or more APs have the same
HC level, the one with the lowest congestion is picked: i

the identifier of the selected AP and KiC= n is the HC asso-

ing tables for which HC) < n. The selection among these
nodes is done according to the state of their queues, i.e.
accounting for the (local) congestion level of the nodeighe
bors. The path selection policy is a two-step decision ngaki
process: stepl) the nodes first picks a destination AP accq\iéyéit
ing to the APs’ congestion level (global metric) and, steth2) a
next hop towards the selected AP is picked by considering b
HCs and local congestion indicators.

IV. SIMULATION RESULTS
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Figure 3: Jain’s Fairness index vs. traffic load.
ciated with this AP at the current node, the next hop is setecty; e symbol level.
among the neighbors having an entry for Al their rout- ¢4 hit errors according to modulation and coding.

SINR values are subsequently trartslate

b he considered scenario consists of the two radio access
"technologies introduced in Section I: IEEE802.11b and UMTS
rLleers are randomly placed at the beginning of the simulation
ithin an area o240 x 240 m?. We consider a single UMTS
e station, placed in the center of the simulation arda (al
ers are within coverage of such AP). We also consider
EE802.11b APs randomly placed within the area with the
constraint that they must be at le@8tm apart from each other.
We account for35 randomly placed usersi0 of them are

equipped with both RATSs, while th25 remaining users are
In this section we report accurate simulation results olgtdi equipped only with IEEE802.11b. This gives an average ®©f
with the multi-technology simulator presented in [5]. Thelt users in the IEEE802.11b coverage area, which is enough to
has been specifically designed to simulate multi-technologerform relaying. For the traffic, only8 nodes &ctive userp
mobile and wireless communication scenarios. The changenerate data traffic, whereas the remaining devices omly pe
is modeled by accounting for path loss, shadowing and mulfdrm relaying. Active nodes generate data according to a-Poi
path fading and using their product as the link gain which gn distribution with intensity packets/sec, where all packets
subsequently associated with each transmission link. IBash have the same size 612 bytes. All results are obtained aver-
(PL) is implemented according to the Hata model [9]:Pif. aging over00 simulations ofl 20 seconds each, which provide
is the transmitted power, the PL (in linear units) is calteda the required statistical confidence. For the UMTS, the sprea
as P,,/P,, = Kd°, whered is the distance separating theéng factor for each active user 8F' = 16, which allows for a
two communicating entities, whereaSand 3 are proper con- bit-rate 0f240 Kbps. This value is chosen to guarantee a good
stants. Shadowing is accounted for according to the Gudmuirade-off between the available rate and the multi-useriat-
son model and multi-path fading is modeled through the Jalesce due to simultaneous transmissions. The maximum and
simulator [9]. The physical modules of the simulated tedbno minimum uplink transmission powers are settd6 dBm and
gies account for multi-user interference and track SINRigal —96 dBm, respectively. The step of the fast power control algo-
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‘ ‘ ‘ user interference is higher. Unstable links are pruned bRDS

TBRu DSR e as well. This is achieved thanks to the two way procedure
TBRomn opr f— (RREQ/RREP) used to set up communication paths. Accord-
6l T | ing to this procedure control messages must flow in both di-
e e rections (user—~ AP and AP— user) to set up a route. This
571 T 1 helps in reducing the probability that the selected routenis
e | stable. For this reason, the DSR performance is not reduced
Ea as the traffic load increases. Also, from Fig. 2 we observe tha
St A 1 the average throughput increases when the traffic load I hig
2l o7 ] for both DSR and TBRBRgrwm-on. This is explained by looking

at the fairness among different data flows. Fairness reatsts

reported in Fig. 3. In this figure, we plot Jain’s Fairness In-
‘ dex [10] (F'I):
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Figure 4: Average end-to-end (nodesAPSs) packet delay. FI= T /T2 1)
3
60 ; ; " Z (Bl)
DSR e e i€Na
TBRgrthon —0— P
50 TBRsRnoFF —v— 1 wheren is the number oéctive usereind N 4 is their set, while
P T; and B; are the throughput and the generated data rate (traf-
. 40| o , 7 fic load) associated with usérrespectively. Whei#'[ is close
§ . » » to one the service is fair. From Fig. 3, we observe that an in-
B 30 s i ‘ 1 creasing traffic load always leads to a decreasing fairmetexi
g , : This is due to the fact that as the load increases the system in
20 e 1 terference also increases and only a few paths towards tee AP
Va are still stable and offer sufficient quality. In this caselyo
10} o : 1 the very few users on these paths communicate with the APs,
) s whereas the remaining users experience a very low through-
0 s 10 1= 20 o5 put. The fact that the throughput at some point starts irsinga

with an increasing traffic load (see Fig. 2) is justified by liee
havior of the IEEE802.11 MAC. In fact, with the IEEE802.11
Figure 5: Average number of queued packets at the MAC lev&{AT @ few users sharing the same channel achieve an aggregate
] ] ) throughput which is higher than the one achievable for aglarg
rithm is set to0.5 dB. At the UMTS physical layer, a half ratenymper of users accessing the wireless medium. In Fig. 4 we
convolutional code is used in each data channel. The pacb@}t the end-to-end (users APs) delay. TBR schemes give
size at the Radio Link Control (RLC) is set360 bits. For the sypstantial improvements for the delay metric. This is fiyain
IEEE802.11b RAT, the maximum transmission power is set {Qe to the following facts. In DSR, in order to discover a But
20 dBm. For the MAC, we implemented the Distributed Corg 5 given AP, each node needs to independently start a RD pro-
ordination Function (DCF) mechanism as specified in the-stafsdure. RD impacts the performance for two reasons: 1) RD
dard [1]. For the basic access mode we consifle= 1's, introduces extra delays, needed to contact the destinatidn
see Section lIl. In DSR, the time to live (TTL) of Route REgstaplish the route (two way procedure) and, 2) frequent RDs
Quest (RREQ) packets is set15. Finally, for both DSR and jncrease the system interference, therefore reducingahe-b
TBR routing tables are refreshed everny seconds. As far wdth available for data transmission. In addition, thehsatis-
as TBR is concerned, we refer to the version of the algorithggyered by DSR are static, i.e., once discovered they a use
with and without theink stability mechanism as TB&ki-on  until a Route FAILure (RFAIL) occurs. Hence, due to network
and TBRyrih-orr respectively. In TBBrin-on, 0nly those bea- gynamics the discovered routes may become sub-optimal. In
cons received with an adequate signal to noise ratio (enouyghtrast, TBR routes data on the fly by means of hop-by-hop
to guarantee an error rate lower thar?) are re-broadcast. routing decisions, by considering bdtal routing tables and
The SINR thl‘eShO|d IS del’lved from the transmission rate aﬂ% state Of the neighbors Of the current node (State Of their
modulatio_n techr_lique in use. In the r_esults that we show, nextieues). In addition, routing tables are updated prodytive
95% confidence intervals are plotted in all graphs by meansgeans of beacon messages, by creating shortest path trees to
vertical dotted lines. every AP which are subsequently exploited by all user. The de
In Fig. 2 we plot the average throughput experienced tgy performance is also reflected in Fig. 5, where we show the
the active users At low traffic loads, both TBRBrnh-on @and queue length at the MAC layer, by averaging this value over
TBRsirth-oFr give similar performance and outperform DSRall active users The performance degradation due to frequent
At high traffic load, instead, the throughput of the T&&h.orr RDs in the DSR scheme is further illustrated in Fig. 6. In this
scheme is substantially reduced. This is due to that fadt tlyggaph, we report the time trace of the number of data packets
if weak links are not pruned from the shortest path trees, noansmitted by a terminal having the IEEE802.11b RAT only,
all routes found by TBR are stable. The stability problem iwhich is not within the communication range of any AP. In
more evident under the high traffic regime, where the multihe DSR case, the instantaneous data rate frequently dvops t

A [packets/sec.]
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Figure 6: Throughput traces.

V. CONCLUSIONS

In this paper we studied the problem of multi-hop data deliv-
ery in next generation heterogeneous wireless networke Th
proposed algorithms are specifically tailored for routingioa

well defined set of access points and are based on the p@activ
routing paradigm. We demonstrate that, in our settingd) smc
approach outperforms reactive schemes in moderate and high
traffic load situations. Performance results are obtained v
simulation by thoroughly modeling the wireless channel be-
havior and the considered radio access technologies.
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Figure 7: Routing control messages.

zero due to the activation of new route discovery procedures
This clearly reduces the average throughput and also the de-
lay performance in terms of jitter. We note that with TBR the[5]
transmission is continuous, leading to a more desirablekeh

ior. Finally, in Fig. 7 we show the number of control messages
(RREQs/RREPs/RFAILs and beacons) received per second by
a node. This graph demonstrates the impact of the traffic load
on the number of routing messages that are pushed into the ngg]
work. DSR tends to increase the number of RDs when the load
increases. This is due to the fact that a higher load leads to
a higher interference which, in turn, increases the route co
gestion probabilities. However, in such a case increadieg t
number of RDs has a negative impact on the performance, ad
further increases the interference. TBR instead reliesasiz p
odic transmissions of control packets. This solution isdie
better when the network is congested. We finally observe that
when the traffic load is very low or absent reactive solution 8
such as DSR are the best option. Hybrid schemes may theref ré
be designed, where the APs estimate the traffic load andiswitc
between proactive (e.g., TBR) and reactive (e.g., DRS) mecig]
anisms to achieve the best performance under any setting. In
addition, the technique considered here, through mininza-m
ifications, can also be exploited for downlink data transiois.
A detailed study of these issues is left for future research.
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project or the European Commission.
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