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Abstract—A spectrum leasing strategy is considered for the
coexistence of a licensed multihop network and a set of unlicensed
nodes. The primary network consists of a source, a destination
and a set of additional primary nodes that can act as relays. In
addition, the secondary nodes can be used as extra relays and
hence potential next hops following the principle of opportunistic
routing. Secondary cooperation is guaranteed via the “spectrum
leasing via cooperation” mechanism, whereby a cooperatingnode
is granted spectral resources subject to a Quality of Service (QoS)
constraint.

The objective of this work is to find optimal as well as
efficient heuristic routing policies based on the idea outlined
above of spectrum leasing via cooperative opportunistic routing.
The optimal policy is obtained by casting the problem in the
framework of stochastic routing. The optimal performance is
then numerically compared with two proposed heuristic routing
schemes, which are shown to perform close to optimal solutions
and as well being tunable in terms of end-to-end throughputvs
primary energy consumption.

Index Terms—Spectrum leasing, cooperative transmission, op-
portunistic routing, superposition coding, optimal policies, heuris-
tic routing schemes

I. I NTRODUCTION

Routing strategies that exploit the diversity offered by the
radio channel by selecting the routes in an opportunistic
fashion, based on instantaneous channel conditions, are being
studied under the subject of opportunistic routing [1]–[3].

Enabling the coexistence of wireless networks with dif-
ferent priorities through appropriate interference management
mechanisms is at the core of the cognitive radio research
field. Usual approaches consider that the primary network
operates as if the secondary nodes were not present and the
latter keep their interference to the primary receivers below
an acceptable level [4]. Alternatively, according to a spectrum
leasing approach (see, e.g., [5]), the primary network ownsthe
used spectrum and the secondary nodes can access it only if
granted transmission by the primary network.

In this work, we consider a routing mechanism based on
a combination of the principles of opportunistic routing and
of “spectrum leasing via cooperation” [6], [7]. We recall that
opportunistic routing refers to routing strategies that exploit
the diversity offered by the radio channel by selecting the
routes in an opportunistic fashion, based on instantaneous
channel conditions [1]–[3]. Following the spectrum leasing
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via cooperation paradigm, secondary nodes may potentially
cooperate with the primary network, acting as extra relays
and hence possible next hops for an opportunistic routing
scheme, but only in exchange for leasing of spectral resources
from the primary network. Secondary nodes enforce Quality of
Service (QoS) requirements in terms of rate and/or reliability
on the spectral resources offered by the primary network,
when deciding whether or not to cooperate. Reference [8]
studied the idea outlined above in the context of a simple
linear network topology and for given heuristic opportunistic
routing schemes.

The objective of this work is to findoptimal as well as
efficient heuristic routing policies to route a primary packet
through primary and secondary transmitters in anarbitrary
topology, adopting the spectrum leasing via cooperation prin-
ciple. Optimal policies are obtained by formulating the prob-
lem as an instance of stochastic routing [9]. Moreover, two
heuristic policies with low complexity are proposed, that are
shown to perform very close to the optimal scheme.

The paper is structured as follows. In Section II we intro-
duce the system model for opportunistic routing. In SectionIII
we formulate opportunistic routing in ad hoc networks with
arbitrary topology as a stochastic routing problem [9]. In
Section IV we devise distributed heuristic routing schemes,
which are thus numerically compared against optimal routing
in Section V. Our concluding remarks are given in Section VI.

II. SYSTEM MODEL

A packet from aprimary sourcePo is to be routed to a
primary destinationPd, possibly via multi-hop routing through
two sets of relays. The first setRP is formed byNP primary
nodes, while the second setRS consists ofNS secondary
nodes that coexist with the primary network via spectrum
leasing. Specifically, as detailed below, a secondary relaycan
transmit only if leased a portion of the spectrum by the primary
network. The two sets of relays are arbitrarily placed in a
square area with normalized side equal to one, where source
Po and destinationPd are positioned in the middle of two
opposite sides. The position of each node is static and known
by the all nodes in the network. We define the set of all nodes
asT = RP ∪RS ∪ {Po, Pd}.

Transmission of the packet is organized in time slots and is
composed ofℓ (complex) channel uses each. Nodes work in
half-duplex mode and spatial reuse is not allowed, therefore



only one node is allowed to transmit in each slot. In the first
slot, the primary sourcePo uses a transmission rate ofRP

bits/s/Hz to transmit the primary packet, which isℓRP bits
long. In the following slots, retransmissions may be done
by the sourcePo or by one of the relays, either primary
or secondary (depending on the routing policy adopted by
the primary network), until the final destinationPd correctly
receives the packet. After correct decoding, the process starts
again with a transmission of a new packet by the sourcePo

(i.e., always backlogged).
The primary network selects the routing policy and corre-

sponding parameters (see Section IV). Cooperating secondary
node enforce QoS requirements on the amount of spectral
resources leased by the primary network. In particular, each
secondary requires to be able to transmit its own traffic at
rateRS to a node at distancedS with an outage probability
of at most ǫS. The use of the tuple (dS, RS, ǫS) is further
discussed below. When selected as relay of the primary
packet, a secondary node has to multiplex the primary packet
with a secondary packet. In this paper, this multiplexing is
achieved using superposition coding (SC), see, e.g., [10]:the
primary packet is summed to the secondary packet with an
appropriate power allocation0≤ψ≤ 1 and then transmitted.
Parameterψ represents the fraction of power allocated to
primary transmissions with respect to that allocated to the
transmission of primary data and is set so as to satisfy the
desired secondary QoS requirements in terms of rate and
reliability. We remark that SC is known to be optimal for
Gaussian broadcast channels [10] and it can be proved to be
optimal also for the model studied here by following [11].

Routing decisions are made in an on-line fashion by the
node in charge of transmitting the primary packet, which
chooses the next hop based on 1) the specific node selection
policy adopted by the primary network and 2) the feedback
received at the end of the previous time slot from its neigh-
bouring nodes (primary and secondary) that have successfully
received the packet. The mechanism used by the relays to
send acknowledgements to the primary network is not further
analyzed here. A study on the design of feedback signalling
can be found in [12], [13] for systems with no secondary
nodes.

A. Signal Model and Outage Probabilities

Considering a transmission from nodea ∈ T r {Pd}, let
ya,n(b, t) denote the discrete-time (complex) baseband sample
received by the noden ∈ T r{Po} during theb-th time slot at
channel uset, t = 1, . . . , ℓ. The channel between nodesa and
n is denoted asha,n(b) and assumed to be constant within a
time slot (block-fading), Rayleigh distributed with zero mean
and unit power. Moreover, notationxa(b, t) represents the
discrete-time (complex) baseband sample transmitted by the
scheduled nodea with a per-symbol power constraint fixed to
E
[

|xa(b, t)|
2
]

≤ EN, whereEN is equal toEP or ES when
the transmitter is a primary or a secondary node, respectively.
The relation between transmitter and receiver is given by
ya,n(b, t) = d

−η/2
a,n ha,n(b)xa(b, t) + za,n(b, t), whereda,n is

the distance between the nodes,η is the power path-loss
exponent andza,n(b, t) represents the complex white Gaussian
noise term with zero mean and powerE[|za,n(b, t)|

2
] = N0.

Channel state informationha,n(b) is not known to the trans-
mitter nodea, but only to the receiver noden. The average
received signal-to-noise ratio (SNR) for primary users is given
by ξP = EP/N0 denoting the ratio between the maximum
average energy directly received byPd from the sourcePo

and the noise powerN0. Hence, the termξPd
−η represents

the average received SNR for a transmission from a primary
node that covers a distanced, andξSd

−η = ES/N0d
−η denotes

the average received SNR for a transmission from a secondary
node that covers a distanced.

We now detail the outage probabilities and we discuss the
secondary QoS requirements, which are parametrized by tuple
Q = (dS, RS, ǫS). First, consider the transmission from a
primary nodea ∈ RP ∪{Po}. Let Pout,P(da,n) be the outage
probability for a packet transmitted by the primary nodea to
a primary or secondary noden ∈ T r{Po} at distanceda,n.
Assuming that the coding block is long enough, we have (see,
e.g., [8], [14]),

Pout,P(da,n) = 1− exp

(

−
2RP − 1

ξPd
−η
a,n

)

. (1)

Now consider the transmission from a secondary node. As
explained above, this combines both primary and secondary
data using SC. Moreover, the power allocation parameterψ
must be picked so as to meet the QoS requirements of the
secondary users. In order to decode either the primary or the
secondary packet, receivers at all nodes employ two parallel
decoders so that detection of the desired message is correct
if either one of the two decoders correctly decodes. The first
decoder decodes the desired packet (primary or secondary) by
treating the undesired packet as additive Gaussian noise. The
second decoder, instead, estimates and cancels the undesired
packet from the received signal and then decodes the desired
packet from the interference-free signal. Based on this dis-
cussion, the outage probability related to the decoding of a
primary packet transmitted from the secondary nodea ∈ RS

to a primary or secondary noden ∈ T r{Po} at distanceda,n
is given by (see for details [11])

Pout,SP(da,n) = 1− exp
[

−min
(

H
(1)
P ,H

(2)
P

)]

, (2)

whereH
(1)
P represents the outage threshold for the first de-

coder, in which the interference (i.e., secondary packet) is
treated as noise and is equal to[2RP−1]/[(1−(1−ψ)2RP)ξSd

−η
a,n]

if 1−2−RP<ψ≤1 or ∞ otherwise. The remaining termH(2)
P

is the threshold outage of the successive decoding scheme,
where the receiver first decodes the secondary packet and
then the primary one and is equal tomax{[2RS − 1]/[(1−
ψ2RS)ξSd

−η
a,n], [2

RP − 1]/[ψξSd
−η
a,n]} if 0 < ψ < 2−RS or ∞

otherwise. To impose the QoS requirementsQ = (dS, RS,
ǫS) we need the expression of the outage probability that
a secondary packet (superimposed with a primary message)



transmitted by a secondary node is not decoded correctly by
a secondary node placed at distanced. This term is given by

Pout,SS(d) = 1− exp
[

−min
(

H
(1)
S ,H

(2)
S

)]

, (3)

whereH(1)
S andH

(2)
S have a similar form ofH(1)

P andH
(2)
P

(for further details see [11]). Imposing the condition on the
outage probability asPout,SS(dS) = ǫS, we can numerically
extract the parameterψ from this equation for any given rate
pair (RP,RS).

B. Performance Metrics

Thanks to spectrum leasing, the primary network can gain
on two fronts: 1) throughput, because of an improved multiuser
diversity in the selection of the next hop, due to the availability
of secondary nodes; 2) primary energy consumption, due to
the fact that transmissions can be delegated to the secondary
network.

We define theprimary end-to-end throughputT (k,RP,Q)
as the average number ofsuccessfullytransmitted bits per
second per Hz, given the total number of hopsk, the primary
transmission rateRP and the tupleQ. Using renewal theory,
the throughput is given as (see, e.g., [15]):

T (k,RP,Q) =
RP

E[M ]
, (4)

whereM is the total number of time slots used to correctly
forward a given primary packet from the sourcePo to the
destinationPd, i.e., M = MP + MS where MP and MS

represent the number ofprimary andsecondary transmissions,
respectively. We also define the primary energyE(k,RP,Q)
as the average overall energy spent by the primary network
to deliver a packet successfully, normalized with respect to
the energy expenditure of a single primary transmission.
Therefore, this quantity is measured via the number of time
slots that involveprimary transmissions,

E(k,RP,Q) = E[MP]. (5)

III. O PTIMAL ROUTING POLICIES

The problem to be solved is to find optimal routing transmis-
sion policies for the scenario discussed above. With the term
optimal we refer here to policies that maximize the expected
throughput (throughput optimal) and minimize the expected
total transmission energy expended by primary users (energy
optimal), across all the possible evolutions of the system, or
a combination of throughput and primary energy through a
weighting factorα ∈ [0, 1]. We show below that the problem
can be formulated as an instance of stochastic routing [9].

Time is slotted and a single copy of the packet is trans-
mitted in any slotk = 0, 1, 2, 3, . . . . The system evolution is
described through a suitable Markov chain with statesxk ∈ Ω,
whereΩ is the set of all states andxk ⊆ T identifies the nodes
that have correctly decoded the packet up to and including time
slot k. Moreover, we define thestarting states and thefinal
statef .

At time k = 0, only the primary sourcePo has the packet
and the Markov chain is in states (i.e., x0 = s). In the
first transmission slot,k = 1, Po transmits its packet and the
system moves tox1 ⊇ s. If Pd /∈ x1, a relay nodea ∈ x1
(either primary or secondary) is selected fromx1 to transmit
the packet in the next time slotk = 2. This process is iterated
for the subsequent slotsk = 3, 4, . . . , until the destination
nodePd correctly receives the packet, i.e.,Pd ∈ xk. At this
point, the Markov chain transitions to the final statef with
probability one and the cost associated with this transition is
zero.

The dynamics of the network are captured by transition
probabilitiespxy(a), x, y ∈ Ω, with y ⊇ x anda ∈ x, which
return the probability that, starting from statex, the system
transitions to statey, that is, nodes iny \ x correctly receive
the packet, when node (action)a is elected as the relay. For
the computation ofpxy(a), we define theoutage probability
pout(a, n) for any noden ∈ T whena is the transmitter and
da,n is their distance:

pout(a, n) =

{

Pout,P(da,n) whena ∈ RP ∪ {Po}

Pout,SP(da,n) whena ∈ RS .
(6)

Moreover, forx 6= f with Pd /∈ x andy 6= f , we define

Pxy(a) =
∏

n∈T s.t.
n∈y,n/∈x

[1− pout(a, n)]
∏

m∈T s.t.
m/∈y

pout(a,m) . (7)

Thus, it follows that

pxy(a) =



















0 (Pd ∈ x or x = f) andy 6= f

1 (Pd ∈ x or x = f) andy = f

0 Pd /∈ x, x 6= f andy = f

Pxy(a) Pd /∈ x, x 6= f andy 6= f

(8)

The final statef is absorbing, i.e.,pff (a) = 1, ∀ a ∈ f .
Each transition also has an associated costc(x, a, y) and the

goal is to minimize the total expected discounted cost

J(s)
def
= Eπ

[

+∞
∑

k=0

γkc(x, a, y)

∣

∣

∣

∣

x0 = s

]

, (9)

where γ ∈ (0, 1) is a discount factor andEπ[·|x0 = s]
is the conditional expectation given that routing policyπ is
employed. The costc(x, a, y) is incurred when the current
state isx ∈ Ω, actiona ∈ x is selected and the system moves
to statey ∈ Ω. In detail, we have

c(x, a, y) = αcThr(x, a, y) + (1− α)cE(x, a, y) , (10)

where cThr(x, a, y) accounts for the throughput cost,
cE(x, a, y) is theenergy costfor the primary users involved in
the transmission process andα ∈ [0, 1] is a weighting factor.

The cost functions in (10) are defined as follows. For the
throughput cost we setcThr(x, a, y) = 1, ∀x, y ∈ Ω, a ∈ x so
that the total accumulated throughput cost equals the number
of transmissions performed to correctly deliver a data packet
from Po to Pd. Due to (4), minimizingcThr is equivalent to
maximizing the end-to-end throughput.



For the energy cost we have,

cE(x, a, y) =

{

1 whena ∈ RP ∪ {Po}

0 whena ∈ RS .
(11)

Thus, cE(x, a, y) accounts for the number of primary trans-
missions associated with the transition fromx to y, so that
the accumulated energy cost represents the total number of
primary transmissionsMP incurred in correctly delivering a
packet fromPo toPd. Hence, due to (5) minimizing the energy
cost cE(x, a, y) amounts to minimizing the total primary
energy expenditure to correctly deliver a packet from the
sourcePo to the destinationPd.

Using the definitions above, the problem is an instance of
the stochastic routing problem defined in [9]. Thus, an optimal
policy in the form of an index policy for the considered
problem is guaranteed to exist and can be found using the
algorithms provided in [9]. In [9], both a centralized and
a distributed implementation are provided. The centralized
implementation has a complexity ofO(|T |2), requires full
knowledge of the network topology and can be used to obtain
offline, optimal index policies. In particular, the centralized
algorithm determines a global ranking of the nodes of the
network that can be used at each hop to determine the
best relay node. The distributed implementation computes the
optimal index policies in a distributed fashion through the
repeated exchange of local information among neighboring
nodes. The convergence time of the distributed implementation
depends on the particular network topology and thus cannot
be inferred a priori.

IV. H EURISTIC ROUTING POLICIES

In this section, we detail two low-complexity heuristic poli-
cies that adopt the spectrum leasing via opportunistic routing
technique and are suitable for a distributed implementation.
With these policies the relay selection is made on the fly
by the current transmitter at each hop, only based on local
interactions. The optimal policies of Section III, instead, are
determined either through a centralized solver that requires
full knowledge of the network topology and are then used in
an offline manner, or through a distributed computation which
requires an iterative exchange of messages among neighboring
nodes in order to converge to the optimal solution.

We introduce aprimary energy budgetK which permits to
control the trade-off between the primary energy consumption
and the end-to-end throughput. In particular,K represents
the maximum number of primary relays that can be used to
route any given primary packet fromPo to Pd (note thatK
does not take into account the retransmissions performed by
these nodes). We considered this definition ofK for analytical
simplicity and to reduce complexity.

The primary energy budgetK is stored within the packet
header and decremented by one unit each time a new primary
relay is selected. At each time slotk = 0, 1, . . . , we have
K = Kused + Kres, whereKused is the number of primary
relays already used in the current routing path. If the residual
energy budgetKres > 0 then the next relay can either be

a primary or a secondary node. Otherwise, ifKres = 0, the
current primary transmitter is the last primary node that can be
used along the routing path fromPo to Pd. Subsequent relays
must all be secondary nodes.

Observe that using the energy budgetK has the potential
drawback of limiting the available multiuser diversity, asfewer
receivers will be available to act as relay, and thus reducing
the achievable end-to-end throughput. Moreover, secondary
users only allocate a portionψ of the total power for their
primary transmissions, so that they can cover a shorter distance
with respect to primary transmissions for the same outage
probability (assuming they use the same transmitting power).
We now detail two heuristic routing policies for primary
packets.

A. K-Closer

TheK-Closer policy aims at minimizing the overall number
of network transmissions while controlling the energy con-
sumption of primary users through the budget parameterK.
Let us consider a generic transmitter at time slotk, which
broadcasts a copy of the primary packet. All nodes that
correctly receive it are ranked by the transmitter according
to their distance from the destinationPd so that closer nodes
have a higher rank.1 Now, if Kres > 0, the transmitter elects
as the relay the receiver with the highest rank; if this receiver
is a primary node,Kres is decremented by one while it is
left unchanged otherwise. On the other hand, ifKres = 0, the
transmitter elects as the relay the secondary node having the
highest rank. This process is iterated until the primary packet
is correctly received byPd.

B. K-One Step Look Ahead (K-OSLA)

The potential drawback ofK-Closer is to choose, due to
the limited amount of information that it uses, a relay with
a small number of neighbors in its proximity. Notably, this
leads to an increase in the average number of retransmissions
that are necessary to reach the next relay. In what follows, we
extend theK-Closer heuristic to avoid this situation.

For any nodea ∈ RP ∪ RS let δa = da,Pd
, denote the

proximity of a to the destinationPd. We assume that each
nodea can collect this proximity metric from all nodes (both
primary and secondary) that are closer to the destination with
respect to itself. After that,a builds an ordered setB(a) as
follows: B(a) =

{

n1, n2, . . . , n|B(a)|

}

, whereni ∈ T r {Po}
and δa ≥ δni ≥ δni+1

, i = 1, . . . , |B(a)| − 1. At the same
time, nodea determines the ordered subsetBS(a) ⊆ B(a),
with BS(a) =

{

m1,m2, . . . ,m|BS(a)|

}

, which only contains
the secondary nodes inB(a). This procedure is carried out for
each nodea ∈ RP ∪RS , except the destinationPd.

Also, let ga,n = δa−δn denote the geographical advance-
ment ofa towardPd provided by a relay noden. Moreover,
we define the expected geographical advancement toward

1This implies a feedback mechanism from the receivers to the transmitter,
whose design is out of the scope of this work.



the destination provided by nodea when both primary and
secondary nodes can act as relay as:

ga =

|B(a)|
∑

i=1

ga,ni [1− pout(a, ni)]

|B(a)|
∏

j=i+1

pout(a, nj) . (12)

Similarly, we definegSa as the expected geographical ad-
vancement toward the destination given by nodea when only
secondary nodes can be selected as relay, i.e.,

gSa =

|BS(a)|
∑

i=1

ga,mi[1− pout(a,mi)]

|BS(a)|
∏

j=i+1

pout(a,mj) . (13)

Finally, we introduceGa,n = ga,n + gn that represents the
overall expected advancement, with respect toa, provided in
the next two transmission hops by the selection of noden.
Similarly defined isGS

a,n = ga,n + gSn .
K-OSLA works as follows. Leta be the node that sends the

primary packet and{r1, . . . , rM} be theM nodes that success-
fully decoded it. IfKres > 1, the transmittera rearranges this
set according to the metrics{Ga,r1 , . . . , Ga,rM } and selects as
the relay the receiver noder∗ ∈ {r1, . . . , rM} with the highest
metricGa,r∗ (i.e.,Ga,r∗ ≥ Ga,ri ∀ i = 1, . . . ,M ). If r∗ is a
primary user,Kres is decremented by one. WhenKres = 1,
the transmittera orders the set{r1, . . . , rM} using the metric
GS

a,ri orGa,ri in case thatri is a primary or a secondary node,
respectively, withi = 1, . . . ,M . Afterwards, the transmittera
selects as relay the receiver node with the highest metric, and
if it is a primary user,Kres is decremented by one. Finally,
if Kres = 0, only secondary nodes of the set{r1, . . . , rM}
are ranked according to the metricGS

a,n and the secondary
node having the highest metric is selected by the transmitter
as the next relay. This procedure is iterated until the packet is
correctly received byPd.

V. NUMERICAL RESULTS

We consider a random network with one sourcePo, one
destinationPd, NP = 8 primary nodes, an equal transmitting
power for primary and secondary users, i.e.EP = ES,
which yields ξP = ξS = ξ, where we setξ = −5 dB.
Relay nodes are uniformly placed at random in a square
area with normalized side equal to one, where sourcePo and
destinationPd are positioned in the middle of two opposite
sides. Optimal policies are obtained settingγ = 0.99, which is
adequate for static networks. The fraction of power allocated to
primary transmissionsψ is computed by obtaining the largest
ψ that satisfyPout,SS(dS) = ǫS for ǫS = 0.1 and a distance
dS = 0.1 (see (3)). We plot the performance of the considered
routing schemes in terms of primary end-to-end throughput
(4) vs primary energy consumption (expressed in dB, i.e.,
10 log10E(k,RP,Q), see (5)).

In Fig. 1 we setRP = 3 bits/s/Hz, RS = 1 bits/s/Hz
andNS = 8. The points in this figure have been obtained
by varyingα in [0, 1] for the optimal policy (Optimal) and
K in {0, . . . , NS} for the heuristic policies (K-Closer and
K-OSLA). The performance of optimal and heuristic policies
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Fig. 1. End-to-end throughputvs overall primary energy plotted varying
α ∈ [0, 1] for the optimal policy (solid line) andK ∈ {0, . . . , NS} for the
heuristic policies (dotted lines). The results are obtained for NP = NS = 8,
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Fig. 2. End-to-end throughputvs overall primary energy: comparison of
optimal throughput policy (α = 1) and the two heuristic policies withK = 8.
Each point in the graph represents the pair end-to-end throughput and overall
primary energy plotted varying the number of secondary nodes deployed
NS ∈ {0, 2, 4, 6, 8, 12}, with NP = 8, ξ = −5 dB, RP = 3 bits/s/Hz
andRS = 1 bits/s/Hz.NS = 0 represents the case where spectrum leasing
is not used.

when spectrum leasing is not used (indicated in the figure
as “No SL”) is also shown for comparison. We observe that
cooperation via spectrum leasing allows for improved perfor-
mance in terms of throughput and energy. BothK-Closer and
K-OSLA for increasingK provide better throughput perfor-
mance at the cost of a slightly increased primary energy
consumption. This is due to the fact that larger values of
K enable the selection of a large number of primary relay
nodes. As expected,K-OSLA improves overK-Closer in
terms of throughput performance, especially for high values
of K (K ≥ 3 in the figure). In fact, for increasingK the
multiuser diversity is higher as more primary nodes can be
selected along the path fromPo to Pd. Notably, we found that
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(energy optimal) andα = 1 (throughput optimal).

the throughput increase ofK-OSLA can even be much larger
than the one obtained in Fig. 1 if we increaseRS (i.e., the
secondary QoS requirements); these results are not shown here
due to space constraints. For the primary energy consumption,
as expected, forK = 0 (i.e., the relays are all secondary nodes)
the energy expenditure of the two schemes is the same. Instead,
forK ≥ 1,K-OSLA has a slightly higher energy consumption
with respect toK-Closer and this is due to the fact that the
expected advancement metric slightly favors primary nodes. In
fact, these nodes provide higher expected advancements due
to the higher transmission power they use for the transmission
of primary packets.

With Fig. 2 we investigate how close heuristic policies can
get to the optimal throughput performance (α = 1). The curves
in this figure have been obtained settingK = 8 and varying
the number of secondary nodesNS ∈ {0, 2, 4, 6, 8, 12}. The
main observations from this plot are that: 1) the usage of
spectrum leasing allows for a substantial increase in the
throughput (twofold increase) and primary energy performance
(gains as high as6 dB) with respect to the case where only
primary transmissions are allowed (i.e.,NS = 0) and 2)
K-OSLA approaches the optimal throughput performance for
nearly all values ofNS .

In Fig. 3, we focus on the throughputvsenergy performance
of K-OSLA for varyingK. In this graph, solid lines represent
the performance of optimal energy and throughput policies,
which are respectively indicated as “Optimal,α = 0” and
“Optimal, α = 1”. The remaining curves show the perfor-
mance ofK-OSLA whereNS is varied as the independent
parameter, whereasK is kept constant for each curve but
varied from0 to 8 across them. From this plot we can say that
K can be conveniently used as a tunable parameter to obtain
suitable trade-offs in terms of throughputvs primary energy.
This is especially important for the implementation of practical

routing protocols. The same plot has also been obtained
for K-Closer, which showed similar behavior (e.g., see the
performance in Fig. 2), except for the fact that this scheme
has lower throughput performance with respect toK-OSLA.
Nevertheless,K-Closer may also be a good candidate scheme
for implementation due to its low complexity.

VI. CONCLUSIONS

In this paper, a spectrum leasing solution to the problem
of coexistence of primary and secondary nodes is proposed,
wherein secondary nodes are granted the possibility to transmit
by the primary network in exchange for forwarding primary
packets. Routing decisions are made by the primary network in
an on-line fashion according to the principle of opportunistic
routing based on the secondary QoS requirements. We refer to
this strategy as spectrum leasing via cooperative opportunistic
routing. Optimization of the strategy is tackled by framingthe
routing design as a stochastic routing problem. Two heuristic
policies with lower complexity are also proposed, showing
performance close to the optimal policy. Moreover, numerical
results lend evidence to the throughput and energy gains that
can be attained by the proposed spectrum leasing approach by
the primary network, all the while allowing also the secondary
nodes to transmit.
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