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Abstract. In this paper we investigate the relationship between loeat hop
selection strategies and their efficiency in terms of bath Ielated metrics, such
as the mean packet delivery fraction, and network relatetticse such as the
energy status of the node elected as relay. In standard y@tgal forwarding
algorithms the relay selection is usually carried out by nseaf advancements to-
ward the destination. However, channel attenuation phenanoften make pure
geographical strategies ineffective as the quality of asmaission link is not nec-
essarily deterministically related to the node coordigate order to achieve ef-
fective and cost efficient routing solutions, it is therefarucial to couple ad-
vancements toward the destination with link quality aspest well as network
related metrics (e.g., node energies). This study is arpiediry step toward the
design of local relay selection rules which jointly accototthese aspects and
whose aim is to cut the desired trade-off between delay asdetficiency.

Keywords: Wireless sensor networks, routing, MAC techniques, ctagsr de-
sign, performance evaluation.

1 Introduction

Geographical routing is a key concept which is very oftensidered for data forward-
ing in multi-hop wireless sensor networks (WSNSs) [1] and Aathhetworks [2]. Many
routing solutions, in fact, exploit the concept of maximudvancements toward the
destination [3—6] to effectively route packets in a besbef{greedy) manner. How-
ever, recent empirical measurements [7-9] have provedtieatnit disk connectivity
model [10], on which these solutions are based, often faitsal settings. In particular,
channel attenuation phenomena such as e.g. multi-pathgfétii], invalidate the unit
disk connectivity assumption, thereby heavily affecting jood results obtained so far
for pure geographical routing schemes. In this work, we regrihe unit disk model
assumption, by going in the direction of recent research @ studying the impact
of a more accurate connectivity model on the metric to be ts@dplement geograph-
ical forwarding. The impact of fading on geographical ramdforwarding has been



studied in [13]. Our aim here is to account for real fadingisties and derive exact
formulae to properly weigh the nodes geographical advaecéstoward the destina-
tion in a faded channel. Subsequently, we use such statistidrive the relay node
(next hop) election by accounting for the “expected advaresgs”, that we define here
as the product of the actual geographical advancementhaneélated packet success
rates [14]. In addition, we also account for the so calhetork costs, that we use
in the present contribution to model node specific quastiiech as residual energies
and/or congestion states. In our framework, link specif&tgare accounted for by the
above mentioned expected advancements, whereas nodficspestis, such as residual
energies, are taken into account by the network costs.

In the present paper, we propose a novel relay contenticensehwhere all nodes
with a good expected advancement metric are first collectedanalytically derived
curves on the optimal expected advancements are used enthiSubsequently, these
nodes are involved in the relay election phase, which isgpeméd by means of a proba-
bilistic back-off scheme and whose aim is to promote the vattethe lowest network
cost. The original aspects of our contribution consist ahhbibe greater accuracy of
our analytical derivations with respect to previous res[dP] as well as of the novelty
of the proposed channel contention procedure for the eledf the relay node. Our
derivations for the optimal advancement metric are in linth\y14]; however, we do
not consider the interference due to out of range nodes, @malse derive the statistics
with a different perspective, i.e., conditioned on the atadvancement of a given node
in the forwarding region. In fact, sensor networks are exgeto deal with low traffic
communications and therefore in these scenarios this tijeasference is less impor-
tant. We instead still focus on channel fading and its consrges to the achievable
advancements within a given local relay election phase .v@uk is also very much in
line with [15], where the authors also stress the importasfdeeeping the packet er-
ror rate into account in geographical forwarding. The maffedences of our approach
with respect to [15] consist in the novel MAC contention grdare that we propose in
Section 4, as well as the new probabilistic filtering procedhat we propose to pick
the nodes with the highest expected advancement withirer&ngthermore, we remark
that in our study we explicitly consider the correlation agaodes costs by showing
the impact of this metric on the relay election procedurethiBobest of our knowledge,
the cost correlation has never been considered before idetkign of contention algo-
rithms for WSNs. However, this is a crucial metric that hadb#taken into account
when the objective is to elect “good” relay nodes, where théengoodness might be
related to residual energies, congestion levels as welb#s aggregation aspects. In
certain settings, in fact, in order to optimally exploit thetwork resources it might be
beneficial to elect a next hop which has data to aggregatpiteaf other requirements.

The remainder of the paper is organized as follows: in Se@iwe present the sys-
tem model that will be subsequently considered to carry aueoalytical derivations.
In Section 3 we analytically derive the relationship betwgeographical and expected
advancements. In Section 4 we propose a novel channel ¢mmtgrase for the local
election of relay nodes while in Section 5 we discuss the ohpfthe cost correlation
on the relay selection procedure. In Section 6 we report sesdts by comparing our
scheme to previously proposed solutions that exploit thre geographical advance-
ment metric and finally, in Section 7, we report the conclasiof our work.



2 System Model

Throughout the paper we will make the following assumptions

1. Topology: We model the network as a weighted grapk= (N, £), consisting of a
set\ of nodes and a sét of arcs, where we referth; € £,4,j € NV, as the link
connecting nodeé with nodej. We consider bi-directional links and we say that
a link between the two nodesand; exists with probabilityP;(d;;), whereP;(-)
corresponds to the probability of successfully transmité data packet from node
i to node;j and is calculated as a function of the distadgeseparating the two
nodes. The characterization Bf(-) is detailed below. For the topology, we assume
that nodes are distributed according to a planar Poissocepsowith intensity
users per unit area [16]. That is, the probability of having IN devices within an
aread € R* is given byP(n, p, A) = ((pA)"/n!) exp (—pA).

2. Channel model: for the channel model, we consider both path loss atteomniatind
fast fading, which is modeled here by means of the Rayleigimépstatistics [11].
For the sake of illustration, let us refer to the communmatietween node F (for-
warder) and nodéV (next hop) in Fig. 1. If the distance between the two nodes
is r, then the probability that node N will receive the packenhsmitted by F is
calculated as:

Ps(r) = Prob{ar™" > b} (1)

wheren is the path loss propagation exponent, usually within tingeg < [2, 4],
« is the fading value for a given packet transmisdiandb is a technology de-
pendent threshold used to model the probability that theived signal envelope
is successfully decoded. We further defiReas the transmission range value for
which P;(R) = ¢, where( is a small probability value. We refer t& as the
maximum transmission range, by probabilistically modgline fact that for com-
munication distances longer thahthe transmitted data is likely to be corrupted.
In practice, we us&? to model the minimum acceptable level of QoS (quality of
service). The following analytical framework will rely ohis assumption, i.e., the
derived results will be conditioned on assumiRgas the maximum transmission
range: nodes placed at longer distances are not considepabaible relay nodes.

3. Radioactivities: We allow nodes to periodically switch between awake anelsiey
modes, where they can switch off the radio activity for eyesgving purposes. If
we express the duty cyclg, as the fraction of time in which nodes are in the active
state, then at every data forwarding stage the only nodeésctirabe considered
for data routing are the ones actually awake within the fodivegy rangeR. By
considering independent on/off radio cycles at every naldis, fact is modeled
through an equivalent Poisson process of density = pto., Which gives the
average number of awaken nodes per unit area at a giventnstan

4. Nodes advancements. Consider the node advancement diagram illustrated inlkig.
where we represent a snapshot of the routing process foea gata packet. In par-
ticular, node F has to select a next hop N to act as a relay éoctirent packet. In
our setting, data forwarding is achieved on the fly, by onlgleiting local knowl-
edge about network topology and nodes costs. For what casmid¢be topology

% We reasonably assume that the attenuation due to fadingneroanstant during a packet
transmission, but is uncorrelated among subsequent tiasism events (block fading model).



aspect, F should select the node leading to the maximum &gadvancement
toward thesink (destination). For illustration purpose, suppose theeg\dmeigh-
bors lying in the forwarding area (half circle with radils toward the sink) and
that their distances from F afeq, r2,...,ra). Let(z1, 22, ..., za) be the vector
of projected distances toward the sink. A locally optimabgephical forwarding
is therefore achieved by selecting nadesuch that:

* = argma)}e{l,Q,...,M}{ZjPS(rj)} ?

In fact, in our setting the correct way of dealing with geqaral advancements
is to account for expected advancements, which are achassgd; (r;). Observe
that this leads to a substantially different analysis friwa ainit disk [10] propaga-
tion model, where transmissions to the nodes placed wittgriransmission range
are always successful and the only cause of error is packetian. In the fol-
lowing derivations, we refer to the forwarding area, thef loakcle with radiusR
toward the sink in Fig. 1, a&. Itis important to stress that expected advancements
will only be used in the initial phase of the protocol that wegmose in the present
paper and with the aim of picking in a distributed fashion thest suitable relay
candidate. Furthermore, in a subsequent contention ptiresss nodes will further
contend for the relay election by means of a properly desidraekoff algorithm,
where the choice of the relay will be driven by the so calletivoek costs, i.e., by
jointly accounting for nodes geographical advancementsrates residual ener-
gies, as addressed in the following point. In practice, theice of the relay is a
two-step process where we first discriminate among nodds avjood expected
advancement metric and we subsequently refine our choideeofelay node by
also accounting for network related aspects such as rdsidesagies. This second
phase is driven by the node costs presented below.

. Nodecost: These are the costs considered in the second contentise phtne joint
MACI/routing protocol that will be presented in Section 4. dé&fine nodes costs
S0 as to encode several aspects of the communication. Falt they must reflect
geographical advancements, as our objective is to routespatoward the destina-
tion using node coordinates. (Note that in this case we ugimdige advancement,
which is then considered in both contention phases.) Horviahall be observed
that advancements are not the only quantities to be acabémtdn fact, one may
also think of optimizing other factors such as residual giesrand congestion lev-
els. These metrics are indeed important to discriminatergmodes with the same
advancement metric and therefore implement a “networktieffit choice of the
relay node. This “network consciousness” refers to the ¢dgbintly accounting
for possibly heterogeneous factors so as to pick the nodbggpebd advancements
(current communication perspective) but also with othesirddsle properties (e.g.
residual energies) and this is done with the aim of optingizire network utiliza-
tion (network perspective). In order to implement the ab@aiirements, here we
associate a normalized finite castto every node € A, where without loss of
generalityc; € [0, 1]. Observe that these costs are independent of the link gualit
and are node specific. For these costs, we introduce a fleddfileition which ac-
counts for both advancement and residual energy aspeaterdingly and without
loss of generality, in this contribution we will express tteests for the generic node
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Fig. 1. Diagram for the considered nodes geographical advancemeaé!.
1 € NV as follows:
¢i =801 = Ei/Eimi) + (1 -&)(1 —2/R) )

where¢ € [0, 1] is a factor used to weigh the relative importance of the twmsg
E; is the residual energy reserve at nadé’;,,;; is the initial energy reserve and
z; IS the advancement toward the destination associated witlle /1 It shall be
observed that in the costs one might also encode furthesriastich as congestion
levels; we refer here to energy levels only as an exampléhEBumvestigation in
this direction is the object of our current and future work.

3 Characterization of Optimal Advancements

Let us refer to Fig. 1. If- is the distance between the sender (F) and a given receiver in
the forwarding aredF, its pdf* is derived asf(r) = 2r/R?. Moreover, if Z is the r.v.
governing the projected advancement toward the sink, itsg@aditioned on- is given
by [17]:

0 r<z

fz(zlr) = 2 (4)

——— 0<z<r<R

mry/1 — 22 /r? -
Now, we further defineZ' as the r.v. of the actual advancemént= z; Ps(r;) for the

generic node in the forwarding regiorF. It follows that the cdf associated with,
Prob{ = < z}, is given by:

R ) Py(r)
F=(x) = /0 f(r) ; fz(z|r) dzdr = (5)
4 Rrarcsin{w}dr
TR? J, r

4 Conditioned on the maximum randedefined as above.
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Fig.2.I'(zi, N) by varyingN € {3,5,20} andI'(z;) for p, = 5. ¢ = 0.01, n = 4.

Moreover, referring tay as the distance between node N and the line connecting F to
the sink (Fig. 1) and applying the uniformity property of theisson process we have
that the pdffy (y|z) conditioned on a given advancemeris:

1
frlylz) ={ ov/R2 — 22 Ymin(2) <Y < Ymaa(2) o

0 elsewhere

wherey,,in(2) = =V R? — 22 andyq..(2) = vV R? — 22. Now, if we consider a num-
ber N of users inF, the probability/’(z;, N) that a given deviceé € {1,2,...,N}
with given geographical advancements the one leading to the highest expected ad-
vancemen{;- (see Eq. (2)) is obtained as follows:

1 N=1
N-1

(2, N) = Aum}z)(yp)[F:GP(\/m))] dy N>1

min (Z'L)

Observe that the above probability is conditionedzgmnd N. Moreover, the awake
nodes inF can be modeled through a Poisson distribution with intgnsjt,. Hence,
we can uséP(n, pon, TR?/2) to averagd (z;, N) over the number of awake nodas

in F.° Finally, we obtainl'(z;) = En[I'(z;, N)] which corresponds to the expected
probability for a given node with advancemento be the “best” node itF when the
active nodes irf are Poisson distributed with density,,.

5The average has to be carried out fér> 1, as at least nodemust exist inF.
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Fig. 3. I'(z) for p, € {5,20}. Ps(r) is plotted for comparisorg = 0.01, n = 4.

For illustration, in Fig. 2 we reporf’(z;, N) for different values ofV, where we
normalize the advancementto R. In the figure, we refer to the normalized density
which is defined as the average number of awake nod&s ire., p,, = pon(TR2/2).
As expected, with a fading channel the nodes close to thé¢ &ifthe coverage range
R are not good candidates to be selected as relays for thetgsahksmission, as they
will likely lead to small success probabilitie®((r) decreases as— R, see Fig. 3).
On the other hand, if we pick a nodevith a small advancement, we have thaP(r)
is close to one but again the node is not a good relay candiddgz; Ps(r)) — 0
asz; — 0. Instead, for intermediate values of, we have a so callettansitional
region [8] where nodes lead to good expected advancements towarsirtk. This is
indeed the most reasonable region to consider for the gmheat relay nodes in geo-
graphical routing. In the following sections, we will dissua possible way to exploit
such a probability curve to implement effective relay sttatschemes. In Fig. 3, we
report both the success probability cug(«) and'(x) as a function of the normal-
ized distance:/R. Clearly, P;(x) drops ast — R and this is the reason for which the
often considered [6, 18haximum advancement within radius metrics does not repre-
sent the optimal relay node selection criterion when fadsrigken into account. It shall
be observed that our derivation is an extension of previesaslts. In fact, differently
from the deterministic and one-dimensional topology cdegd in [12] we carry out
the analytical calculation for a two dimensional case witRAasson planar node dis-
tribution. This has the important advantage that the obthiorobability curves, even
if qualitatively in agreement with the results in [12], ar®rm accurate as they reflect
the true two-dimensional stochastic nature of a real fodivey environment and can
therefore be directly used within practical forwarding sotes.
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Fig. 4. Packet collision example in the relay node election phase.

4 Proposal for a Coupled MAC/Routing Geographical Scheme

In this section, we present an integrated MAC/routing sotuthat exploits the prob-
ability curves derived above to implement an efficient rataygle election procedure.
We assume that the sending device has an estimate for thi¢gydsresvake nodes in its
coverage area,,,. Moreover, we assume that every node knows its own geographi
position as well as the geographical coordinates of the Jihk problem to be solved
is to carry out the selection of the relay node by jointly nmregthe following require-
ments: 1) the relay node should have a good expected advantemetric, according
to what discussed in the previous section, 2) the selectdd sioould also have a good
network cost metric, 3) the relay selection should be im@etad such as to limit, as
much as possible, the number of collisidhassociated with the relay election phase.
In order to meet the first requirement, we advocate to useuhetibni’(-) for imple-
menting a probabilistic filtering of the number of nodes thdk participate in the relay
node selection phase. In particular, each npde 7 uses an estimate of the network
densityp,, to properly select d'(-) curve and subsequently calculates the probability
of being a good candidate to act as the relay for the curreckgtaransmission; this
probability is derived ad’(z;). Hence, the awake nodesfi decide to participate in
the following contention phase according to the probaplli{z,); we refer to the set of
these nodes a$. Hence, we use such a probabilistic filtering to exclude ftbenchan-
nel contention those nodes that will likely lead to poor etpd advancements. After
this, we proceed with the actual election of the relay nodghM/this second phase,
each node irS calculates its own network cost, i.e., a mixture of resiceradrgy and
advancement as expressed by Eqg. (3), and exploits thisacdstive the back-off value
to be used in its subsequent access to the channel. In partice consider that a node
j € S transmits a message back to the sending node (F in Fig. 1)avithe delayt;

8 Reducing the number of collisions corresponds to redudiegdelay as well as the energy
wastage in the contention procedure.



which is computed as follows:
ty =c;Th + ;T (7

wherec; € [0, 1] is the node cost as defined by Eqg. (3), whengais a random num-
ber in/[0, 1], where withi/[a, b] we indicate the uniform distribution in the interval
[a,b],a < b. The parameterg; andT: can be set to adjust the performance of the
channel contention by cutting the desired tradeoff betwediision probability (dura-
tion of the contention) and quality of the solution foundgtof the node elected as
relay). The setting of these parameters as well as theimtkpee on the cost statistics
are addressed in greater detail in the following Section 5.

As a first step for the study of the contention scheme, we éurtionsider the fol-
lowing two assumptions: 1) first of all, we do not account foe tapture effect, i.e.,
we declare a collision whenever the reception of differeattkets overlaps at the re-
ceiver; 2) the second assumption relates to the carrieirggnf®r which we assume
that a node in the forwarding regiorf can always sense the ongoing transmission of
another nodg in F. Observe that this assumption is reasonable as the seasigg is
in general higher than the transmission range. (If neededptoposed protocol could
be slightly modified to accommodate the uncommon situatiamhiich assumption 2 is
not verified.) Note that the effect of these two assumptioasgerformance decrease
(for point 1) and a performance increase (for point 2). Aeterevaluations by simu-
lation have shown that the net effect is limited. A more dethstudy is left for future
research.

To track packet collisions, we refer to the channel propagadelay and to the
minimum time required by the radio circuitry to detect an oimg transmission as
andtq, respectively. Moreover, we exprets = nq4/B,, wheren, is the number of
subsequent bits to be received in order to detect an ongmngmission, whereas,.
is the communication bit-rate. If a collision occurs, i.the replies of two or more
nodes inS partially overlap (see Fig. 4), then the collision is de¢elcby the sending
node that re-triggers a new contention round. In the newdotime sender also properly
modifiesT; andT; to decrease the collision probability, as will be discudseldw. On
the other hand, if nodé is the one selecting the smallest backigfand every other
awake device in the forwarding area picks a back-off ti;msuch that; > t; + 7+ ¢4,

Y j €S8,j # i, then the packet sent by nodés received by the sending node with
a probability P, (d), whered is the distance between the sender and ripdad all the
scheduled transmissions from any other ngde S, j # i are canceled.The above
procedure is repeated until a relay node is elected. Afiier the sender forwards the
current data packet to the selected relay. As an examplegimtfve plot the diagram
for a collision event where the sétis composed by the two nodéand;. First of all,
the sending node F starts the channel contention by sendtifamessage. This REQ
triggers every node its which independently computes its back-off time as explhine
above. Then, as the back-off expires, each nod® sends a REPLY back to F. In the
figure,t; — t; < 7 + tq and therefore nodg does not have a sufficient time to detect
the ongoing communication; its transmission afieseconds from the reception of the
REQ will therefore result in a collision at the sending node.

" Here, we exploit assumption 2, as every other nodf is able to sense an ongoing transmis-
sion.



1 =0;

Ap =0;

1: o

Send REQTon, 17, T3, Ap);

if (no nodesreply in (77 + T3) seconds) then
Ap = Ap + 6p;
Gotol;

3:

if (collision) then
i— 1+ 1;
Send REQTZ(}, T%);
Gotoz;

else
Decode REPLY;
Send data packet;

Algorithm 1: Algorithm executed by the sending node.

In Algorithms 1,2 and 3, we detail the relay selection prasediscussed above.
Algorithm 1 describes the procedure executed by the senatidg (F in Fig. 1). Node F
starts the contention procedure by sending a REQ messaggedf (REQT1), inclusive
of the estimated node density;,, of the two parameter$; and7> and of a constant
Ap whose meaning will be soon clarified. Each nodeSinafter receiving a REQT1
packet (Algorithm 2) selects &(-) curve depending on the value @f contained in the
request and decides to participate to the following comenphase with probability
I'(z;) + Ap, wherez; is the nodes own advancement. If all nodesfidecide not to
participate in the subsequent channel contention, thenlFegeive no REPLY. This
situation should be unlikely as it means that all nodes tieegiin a region very close to
the forwarder (node F) or close to the maximum transmissimgeR. In either case,
in fact, the expected advancemeéits- »P,(r) are small and therefore lead to small
access probabilities that, in turn, may cause such an “éntgagsmission round. If
an empty transmission round is detected, i.e., no REPLYsear@ived within a time
interval of TY + T3 seconds, node F re-sends a further REQT1 message by inflating
Ap by the fixed quantityp € [0, 1]. After this, every node ¥, upon receiving this
second request, add$p to I'(z;), thereby increasing its probability of participating
to the contention. This, on the long run, will force every aadd the forwarding area
to take part in the channel contention. We observe Ifat is used here to shape the
participation probabilities as a function of the expectddaancements toward the sink.
In such a way, we probabilistically advantage those nodésatransitional region, by
extending the possibility to take part in the channel acte$sss desirable nodes only
if needed, i.e., if no candidates are found with a good exgzkativancement. After
having decided to take part in the contention, a npdes initializes a back-off timer
to ¢; according to Eq. (7) (see Algorithm 2) and, if no ongoing s@ission from any
other node is detected, transmits a REPLY back to F as its-bfiekpires. In the case
of collision (Algorithm 1), F re-resends a REQ message oet2dREQT?2), where it



(pns 25) ~ I'(25);
if (random() < min(I'(z;) + Ap, 1)) then
| access =TRUE;

else
| access = FALSE;

i (access == TRUE) then )
t; = c;TY + random() T4;

if !(ongoing TX is detected) then
| Send a REPLY aftet; seconds;

Algorithm 2: On receiving a REQT(,,, 7}, T4, Ap) message at nodg € S.
random() generates a random numbetAf, 1].

if (access== TRUE) then
t; = ¢;T1 + random() Ts;
if !(ongoing TX is detected) then
| Send a REPLY aftet; seconds;

Algorithm 3: On receiving a REQT@?, T%) message at nodec S.

specifies new values fdr; and7s. As will be clarified by the results discussed in the
following section, the adaptation of these two parametergecessary to decrease the
collision probability when nodes costs are correlated.

5 Some Considerations on the Impact of the Statistical Propges
of the Node Costs

As the aim of this section is to understand the impact of tlevalintroduced parameters
Ty andT; on the performance of the contention algorithm, we focus loara simplified
analytical cost model. This is done to derive a meaningfalysis that will drive us in
the choice of these parameters and that will reveal the itapoe of thedegree of
correlation between the costs of the nodes participating in the comtentihe insight
gained from this simplified analysis can then be used asstagin more general cases.
The more realistic cost model in Eq. (3) will be considerediagn the performance
evaluation section.

Assume to havéd{ < N nodes in the sef, whereN is the number of devices in
F, and let us refer te; as the cost associated with node S. Moreover, in order to
model the cost correlation among nodes, we assume thawtlfg rgoverning the cost
of nodej (c;) is achieved by summing two r.vs and{?; as follows,C; = C + £2;,
whereC € U[0,1] and(2; € U[—az, a(1-2)], a € [0, 1] andeis the actual value of the
r.v. C. Therefore, the cost of a generic node S is given by a common pa€t, which
is equal for all nodes i, and an additive random displacement (or disturbatiseg
[—aT, a(1-72)], which is independently picked for every node in the setlbat epends
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(is conditioned) on the actual value of the (X.¢ in our model is used to represent the
common cost component of nodesSn Clearly, the limiting casea = 0 anda = 1
correspond to the fully correlated case, i.e., where allesad Sy have the same cost
¢, and to the independent case, i.e., where all costs are natetted, respectively. This
is a simple model that we introduce to mathematically deaverecise relationship
between the cost correlatignand the collision probability?.,;;. We observe that the
model is in general not accurate for every network conditidowever, it allows to find
the quantities of interest in analytical form as well as toideuseful insights on the
impact of the cost correlation on the relay selection procedWe define the correlation
coefficient between any two nodes € S as

fhrs = E[C’I‘CS] B E[CT]E[CS] (8)

Or0s

whereo? = E[(Cs — E[C}])?]. By standard calculations, s can be derived as (see
Fig. 5)

(1-a)?

T—ap+a? ©

Now, for a given devicg € S let us refer to7; and7; as the r.v.s associated with the
two terms composing the back-offgI andr;T; (see Eq. 7), respectively. Their pdfs
are given by:

— x €’
fri(x) =4 al (10)
0 elsewhere



whereZ = [T1(1 — a)(1 —2),T1(1 — ¢(1 — a))] and

HAS [07 Tg]

fr(@)={ T (11)

0 elsewhere

Moreover, if we refer taI” as the r.v7; + 75, then we have that its pdf is given by the
following Eq. (12) which is the result of the convolution bittwo pdfs above:

[min(T7 (1 —¢(1 — a)),z) — max(T1 (1 — a)(1 —¢),z — T3)]
fr(z) = aThTs
0 elsewhere
(12)
At this point, we are in the position of deriving the collisiprobability, P.,;. In par-
ticular, for a given numbeK of nodes inS, for a given correlation valug and for a
given pair of parameterd, T»), P..; in the worst casgis derived as

r€eT

T +Ts K-1
Peou=1-K fr(z) {1 —Fr(z+71+tg)| do (13)
0

whereFr () is the cdf associated with the r¥, whereag andt, are the propagation
delay and the time needed to detect an ongoing communicaéspectively. By fol-
lowing the same rationale, one can easily derive the jowibability P{success & mih

of having a successful contention, i.e., that a single nal@ecess to the channel, and
that this node is the one with the smallest costSinBased on the above analytical
model, in the sequel we present several important resutiscansiderations on the
impact of the cost correlation on both the collision and thecgss probability.

5.1 Impact of the Cost Correlation on the Relay Election Phas

In the following discussion, we refer {gS) as the average number of nodes in the set
S and we averagé{success & mih and P,,;; over K, the number of nodes is§,°
ande € U[0, 1]. As afirst result, in Fig. 6 we report the metiit{ success & mih as a
function of the contention parametgs for T, + 77 = 0.2 seconds. As can be observed
from the figure, the cost correlation heavily impacts on fsem performance. In fact,
for a given(Ty,T3) pair, P{success & mif is initially decreasing as a function of
whereas whem — 1 it starts increasing. It is also to be stressed that the itapoe
of selecting the minimum cost node decreases with an inicigarrelation as, by
definition, in such case all nodesdhtend to be equivalent (node costs in the limiting
caseu = 1 become equal). In Fig. 7, we pldt.,; as a function ofl, for the same
settings. It is interesting to note that for this metric a gaboice is given by, = 0.2

s (I1 = 0). These plots reflect the impact of the balancing betweenvtbeterms in

8 The worst case performance comes from the fact that in thewislg equation we assume to
have a collision with probability one whenever more than oser sends a REPLY, i.e., we do
not account for the capture and fading effects.

% This is achieved by considering the nodesSirio be Poisson distributed with the intensity

p(S).
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Fig. 6. P{success & mifk as a function ofl>; by varying the cost correlation for p(S) = 10
andTi + 7> = 0.2 seconds.

Eq (7). On the one hand, when costs are independent it is biaiédi emphasize the
first term (;71) so as to give priority to the lowest cost nodes. On the otlaerdh
as costs become correlated it is worth to put more weigh ;@i so as to decrease
the collision probability, that in this case in naturallycieased due to the inherent
degree of similarity among the costs (tetp¥1). In other words, the correct balance
betweert;T; andr; T depends on the desired trade-off betwprsbability of picking
the lowest cost node andcollision probability which, in turn, depends on the underlying
cost correlation structure.

The calculations in Section 5 may therefore be used to déniese metrics and
select the appropriate values’Bf and7; depending on our requirements (minimizing
the cost associated with the relay or minimizing the callisprobability). Note also
that, in the most general ca%g and7; might be varied between subsequent rounds of
a single relay election procedure (SEeandT3 in Algorithm 1). How these values can
be effectively modified as a function of the round numberisft future research.

6 Performance Evaluation

In this section, we report some preliminary performanceltssy comparing our new
approach with the GeRaf scheme proposed in [6]. The GeRafkfnark consists of an
integrated practical MAC/routing scheme based on pureracbraents: its capacity of
approaching the maximum possible advancements towardeimetion makes GeRaf
a good candidate for our investigation. Results are obidiyeneans of accurate Monte
Carlo simulation where all packet transmissions (requsssts by the forwarder, replies
sent by the candidate relay nodes as well as the final paeiedrtrission to the relay)
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Fig. 7. P.ou as a function ofl% by varying the cost correlation for p(S) = 10 andTy + 1> =
0.2 seconds.

are affected by fading. That is, for each packet we calculserobability of correct
reception according to Eg. (1). A study of GeRaF in the preseffading has been pre-
sented in [13], where it was shown that the protocol is vehust toslow fading. Here,
we focus on a different case, where we consider the fadingreiao be completely
uncorrelated between subsequent transmission/recepiimts. This is motivated by
the following facts: 1) it represents the worst case scerfarithe performance, as we
can not pick a relay node with a good SNR (signal to noise yatietric and be sure
that the good link quality will persist up to and includingethctual packet transmission
(forwarder~~ relay), 2) with the latest sensor devices produced so fa,tduhard-
ware limitations as well as to the channel contention athorg, the minimum lapse of
time between subsequent transmissions/receptions Iy likehe order 0f200 ms, 3)
forward (forwarder- candidate relay nodes) and backward channels (relay nedes
forwarder) are likely uncorrelated due to both channel gineena as well as hardware
asymmetries [19]. Hence, the success probability assstiatth the transmission of
a REQ by the sending entity to a node in its forwarding regikely differs from the
success probability of the subsequent reply. In this caseexpect the GeRaF proto-
col to suffer since the successive signalling messagesamddnake are independently
affected by propagation effects.

For the performance evaluation, we consider the followiagmeter settingd?; =
100 ms, Ty = 100 ms,& = 0.5,¢ € U[0,1], p = 0.01, ng = 128 bits'?, B, = 64 Kbps,
pn = 20, thatis, on averag®) nodes are Poisson distributed over the forwarding region
F. With these values we verified that, besides the good rethdtswill be illustrated

10 Note that the number of bits for carrier sensing depends e#ndware characteristics. Since
we do not make any specific assumption here, we purposelyatakaservative value.



SCHEME E[z|sud|E[n:z|SUG|E[nrounds|SUQ|E[ncont]| Praiture| E[2]
GeRaf (V, = 2) 0.463 8.665 3.799 3.835 | 0.272 |0.337
GeRaf (V, = 4) 0.517 7.989 3.754 2.660 | 0.382 ]0.319
GeRaf (V, = 8) 0.574 8.461 4.118 1.966 | 0.550 |0.258

New Schemedp = 0.05)| 0.301 6.806 3.069 1.827 | 0.003 {0.300

New Schemedp = 0.1) | 0.284 6.157 2.639 2.181 | 0.0005 |0.283

New Schemedp = 0.2) | 0.268 5.684 2.328 2.814 | 0.0003 |0.267
Table 1.

in the following, our algorithm is also able to promote relaydes with a small cost.
In fact, the difference between the minimum cost among tldeanS and the cost of
the node elected as the relay is on aver@@8. Further results on this issue are one of
the main objectives of our future research. For the pure ggagcal routing scheme,
we consider the version of the GeRaf protocol proposed ildgkubdividingF into a
given numbeV,. of priority regions, according to the advancement towageddastina-
tion provided by the nodes therein. For the relay electiomcansider the probabilistic
contention as in [6], where the nodes in the non-empty regitimthe highest priority
are the ones contending to act as réfaffor what concerns the performance metrics,
we consider the normalized advancemenf(,) provided by the relay node, the num-
ber of contention roundsi(.....qs) Needed to elect a relay as well as the total number of
packets transmittech(,.) within the entire relay election procedure, including trens-
mission of REQ/REPLY messages, collided packets and thegfatket transmission
from the forwarder to the relay node. Observe that this laastrimis a good indication
of the energy expenditure associated with the transmissi@single packet. More-
over, in each channel contention we account for a maximudV,Qf,, = 10 rounds,
i.e., afterN,,,, failed requests (REQs) the relay election procedure isendgd and

a failure is declaredPy,..e is used here to represent the failure event probability.
Prqiure for the GeRaf scheme is defined similarly, i.e., as the nurabpackets sent
by the forwarder up to the successful reply from a single niadg (the winner of the
contention). Finally, we also track the number of devicésnz part in a single con-
tention roundy..,;. In a good channel contention algorithm.,,,,; should be limited,
as much as possible, in order to keep the collision proligliv.

In Table 1, we report the average values for the above pedbo@ metrics, where
with E[-|sud we indicate the average of the considered metric conditi@mehaving a
successful relay election (probability— Prqiiure), i-€., that the relay election is suc-
cessfully accomplished in a number of rounds lower than araétp N,,.. = 10.

As can be seen from the table, the GeRaf protocol is the ongisgdhe maximum

11 Note that in our case, as the channel is faded, a region isifauibbe non empty by the for-
warding node if its REQ is correctly decoded by at least ondenia the region and if the
subsequent REPLY is correctly received at the forwarder.
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advancement metrid(z|sud). However, it must be observed that this metric is calcu-
lated by considering the cases where the contention is ssitdeln fact, the expected
advancemeriE[z] is given byE[z|sud x (1 — Pjaiure). AS expected, for the GeRaf
protocol an increasingy,. leads to the following consequences: 1) the average number
of devices participating in the relay election.f,,;) decreases as the size of the priority
region is also decreased, 2) the failure probability insesaas the forwarding node tries
to elect a relay among the nodes placed close to the limiteoframsmission range, 3)
conditioned on a successful contention, the advanceR{efgsud also increases for the
reasons illustrated in the previous point. However, asliggted by the results shown
here, when the channel is faded the maximization of the plwarecement metric has to
be avoided, as the resulting success probability may bevemydow. In general, in the
present scheme we trade pure geographical advancementsifereliability as well as

a smaller number of packet transmissions (lower energyuwopsion) for each packet
forwarding. In Fig. 8, we report the complementary cumuktilistribution (ccdf) of
the number of rounds needed to elect a relay node, whereas.i We plot the ccdf of
the total number of transmissions,() involved in a single channel contention. These
statistics are conditioned on having a successful comtenfis can be observed from
Table 1 and Figs. 8 and 9, the available parameters @Jygcan be varied in order
to cut the desired tradeoff between advancements, rétiabitd energy consumption
(number of transmitted packets).

We observe that the parameter, which govern the cost-based contention, can als
be set to further improve the advancement metric, this ofsmwill be achieved at the
expense of the residual energy (see Eq. (3)). The study dafftbet of this parameter
as well as a the investigation of 1) multi-hop performancthefscheme and 2) impact
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of £ on the residual energy of the node elected as relay are thextdg of future
work. Finally, we can conclude that the obtained resultéciag that our probabilistic
filtering of the active nodes iff is effective in selecting the nodes with a good expected
advancement metric and that the subsequent channel contenalso able to elect the
relay node very quickly and considerably limiting the numbiecompetitors accessing
the channel. While here we highlighted the feasibility all a®the effectiveness of our
approach, we also stress that further results on the settingrious parameters as well
as a deeper investigation of the impact of the cost cormaiatie needed. These aspects
will be addressed in our future research.

7 Conclusions

In this paper we discussed a novel integrated MAC/routirigtsm for geographical
routing in wireless sensor networks. Differently from mpstvious contributions, we
explicitly considered the fading channel statistics andsulesequently proposed a new
method to deal with geographical advancements when thenehesfaded. Our frame-
work is based upon a probabilistic filtering of the awake r&idehe forwarding region.
That is, based on analytically derived curves, we rule aurtifthe contention phase the
nodes that will likely lead to either unsatisfactory advaments or poor link qualities.
In addition, we couple this first filtering mechanism with avabchannel contention
method where back-off timers are set depending on node,csstas to control the
trade-off between the cost (e.qg., residual energy) of teetetl relay and the collision
probability, i.e., the delay associated with the channateuation. Finally, we compare
our solution with a recent scheme based on pure geogragideahcements showing



that, by taking the fading statistics into account in theyetlection, good improve-
ments can indeed be achieved. Moreover, our results conffiatnpure geographical
advancement toward the destination is not a good policy toseel in the presence of
independent multi-path fading.

References

N

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. GaylA Survey on Sensor Net-
works,” |[EEE Commun. Mag., vol. 40, no. 8, pp. 102-116, Aug. 2002.

. M. llyas, The Handbook of Ad hoc Wireless Networks. CRC Press, 2002.
. M. Mauve, J. Widmer, and H. Hartenstein, “A Survey on Rosibased Routing in Mobile

Ad Hoc,” |IEEE Network Mag., vol. 15, no. 6, pp. 30—39, Nov. 2001.

. B. Karp and H. T. Kung, “GPSR: Greedy Perimeter StatelemstiRy for Wireless Net-

works,” in Proceedings of IEEE/ACM MaobiCom 2000, Boston, MA, Aug. 2000, pp. 243—
254,

. F. Kuhn, R. Wattenhofer, Y. Zhang, and A. Zollinger, “Gegric Ad—Hoc Routing: of

Theory and Practice,” ihnnual ACM Symposium on Principles of Distributed Computing,
Zurich, Switzerland, 2003, pp. 63-72.

. M. Zorzi and R. R. Rao, “Geographic Random Forwarding (&€Ror Ad Hoc and Sensor

Networks: Multihop PerformancelEEE Trans. on Mobile Computing, vol. 2, pp. 337—-348,
Oct-Dec 2003.

. G. Zhou, T. He, S. Krishnamurthy, and J. Stankovic, “ImpddRadio Irregularity on Wire-

less Sensor Networks,” iACM MobiSys 2004, Boston, Massachusetts, US, June 2004.

. Marco Zuniga and Bhaskar Krishnamachari, “Analyzing Tmansitional Region in Low

Power Wireless Links,” iInEEE SECON 2004, Santa Clara, CA, Oct. 2004.

. A. Cerpa, J. L. Wong, L. Kuang, M. Potkonjak, and D. Estf8tatistical Models of Lossy

Links in Wireless Sensor Networks,” BCM |PSN 2005, Los Angeles, CA, US, Apr. 2005.
B. N. Clark, C. J. Colbourn, and D. S. Johnson, “Unit Diglaghs,”Discrete Mathematics,
vol. 86, no. 1-3, pp. 165-177, Aug. 1991.

Gordon StubeRrinciples of Wireless Communications, 2nd ed. Kluwer Academic, 1896.
K. Seada, M. Zuniga, A. Helmy, and B. Krishnamachari, ¢fgy-Efficient Forwarding
Strategies for Geographic Routing in Lossy Wireless Sehsiworks,” in [IEEE SECON
2004, Santa Clara, CA, Oct. 2004.

M. Zorzi and R. R. Rao, “Energy efficient forwarding for lagic and sensor networks in the
presence of fading,” inEEE International Conference on Communications, Paris, France,
June 2004.

M. Zorzi and A. Armaroli, “Advancement optimization inuttihop wireless networks,” in
|EEE VTC 2003, Orlando, Florida, US, Oct. 2003.

S. Lee, B. Bhattacharjee, and S. Banerjee, “Efficientg@gahic Routing in Multihop Wire-
less Networks,” inACM MobiHoc 2005, Urbana-Champaign, lllinois, US, May 2005.

D. Stoyan, W. S. Kendall, and J. Mecl8ochastic Geometry and its Applications, 2nd ed.
John Wiley & Sons, 1995.

R. Nelson and L. Kleinrock, “The Spatial Capacity of at®&ld ALOHA Multihop Packet
Radio Network wth Capture/EEE Trans. Commun., vol. 32, no. 6, pp. 684—694, June 1984.
L. Kleinrock and J. Silvester, “Optimum TransmissiordiRéor Packet Radio Newtorks or
why Six is a Magic Number,” ilProceedings of | EEE National Telecommunications Confer-
ence, Birminghan, Alabama.

D. Kotz, C. Newport, and C. Elliot, “The mistaken axionfsadreless-network research,”
Technical Report TR2003-467, July 2003, Dept. of Computer Science, Dartmouth College.



