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ABSTRACT
In this paper we propose a new integrated MAC/routing algorithm
for CSMA channel access based wireless sensor networks (WSNs).
In modern joint MAC/routing solutions for WSNs, forwarding de-
cisions are often made based on metrics related to the advance-
ments toward a specific destination (sink) and this is usually achie-
ved through geographical routing and/or local indicators (virtual
topologies) of the direction to be followed to get to the sink. In
these settings, an important problem to be solved consists of pro-
viding extremely efficient next hop selection procedures, where re-
lay nodes should be selected in a short time, in an energy efficient
manner and promoting the nodes leading to positive geographical
advancements toward the sink. In this work, we generalize the con-
cept of node energy by referring to generic node costs, that we in-
troduce here to represent the suitability of a given sensor node to
be selected for data forwarding. Costs may therefore be associ-
ated with node energies, queue states (network congestion) as well
as link qualities. Further, we propose to jointly exploit local rout-
ing rules (coordinates or virtual topologies) and node costs right
into the channel access phase. In our framework, potential relay
nodes contend for the channel based on a cost-based probabilistic
approach where all these aspects are jointly considered and the final
goal is to promote the selection of cost-efficient paths.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Communi-
cation; C.2.2 [Computer-Communication Networks]: Network
Protocols; C.4 [Performance of Systems]: Performance Attributes;
I1.6 [Computing Methodologies]: Simulation and Modeling

General Terms
Algorithms, Design, Modeling, Performance

Keywords
Wireless Sensor Networks, Routing, Media Access Protocols, Cost
Efficient Communication, Cross-layer Design

1. INTRODUCTION

A wireless sensor network (WSN) consists of a number of sen-
sors spread across a geographical area. Each sensor has wireless
communication capability and some level of intelligence for sig-
nal processing and networking. The aim of the WSN is to gather,
process and finally deliver environmental measurements to some
central unit (sink). However, it shall be observed that the commu-
nication in WSNs is subject to stronger constraints than in wire-
less Ad Hoc networks as WSNs consist of low cost devices with
very limited computation and storage capabilities. In addition, the
requirements to be respected by WSN algorithms are to promote
energy efficient solutions at every level of the protocol stack so as
to prolong the network lifetime [1]. For these reasons, algorithms
for WSNs must be simple, as sensor nodes can not deal with com-
plex operations, and energy efficient, as the WSN should “survive”
unattended as long as possible. A wide literature [2–12] was ded-
icated to the study of efficient solutions to these problem and, in
particular, to propose efficient routing algorithms. One of the chief
routing methodologies proposed so far [3,4,7,9,12] consists of the
exploitation of geographical coordinates, where every node knows
its position in the network as well as the position of the sink; ge-
ographical knowledge enables on–line routing schemes where the
decision of the relay node can be accomplished based on geograph-
ical advancements toward the destination. In geographical routing,
a sensible solution to perform data forwarding [13, 14] is to select
those nodes leading to the maximum geographical advancements
toward the sink; this technique is also referred to as Most Forward
within Radius (MFR) [13]. Other alternatives are given by Greedy
Routing schemes (GRS) [7, 15], where the packet is forwarded to
the closest nodes to the destination. However, in addition to the
minimization of the distance to the sink, other goals, such as the
maximization of the node residual energies, should also be taken
into account. This may be achieved e.g. by exploiting node power
off states [5, 7]. The above schemes are examples of localized al-
gorithms, where each node forwards packets based on the state of
the nodes in its first order neighborhood. This is pivotal to avoid
the resource wastage deriving from the dissemination of network-
wide connectivity/cost messages. In [12] the authors introduce the
concept of partial topology knowledge forwarding. In their frame-
work, they determine the optimal knowledge range (radio range) in
order to make efficient localized forwarding decisions. The aim is
to improve the network view of a given node in order to approach
globally optimal solutions by means of “controlled” local views of
the network. The main focus in [12] is on the energy expenditure.
Here, we stress that geographic routing is inherently affected by the
following two problems: i) every node must be aware of its own po-
sition and of the position of the sink and ii) situations may occur
where there are no nodes leading to a positive advancement toward
the destination (connectivity hole problem [3, 4, 9]). Moreover, ge-
ographical coordinates are often obtained by costly operations or
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by dedicated hardware (GPS) that, for certain applications, may be
too expensive to have at every node. Further, the lack of connec-
tivity calls for new algorithmic solutions [3, 4, 9] that likely lead to
sub–optimal paths and only with probabilistic delivery guarantees.
As a possible solution to i) and ii), in [10,11] forwarding decisions
are made based on virtual topologies. In addition, path optimal-
ity is achieved by propagating communication costs so as to build
a minimum cost field. Once such a cost field has been set up, ev-
ery node can communicate with the most cost efficient node within
range that leads to a positive advancement toward the destination.

As observed above, in WSNs the maximization of system efficiency
is a key goal. More than this, system wide efficiency shall be
achieved at every layer of the protocol stack. In fact, at a given
instant, the best node in terms of physical layer-related conditions
(link quality) may be the worst in terms of network related met-
rics as its internal queue may be congested or its battery exhausted.
Hence, we clearly have physical related metrics (e.g., link quality)
and network-related metrics (e.g., residual energies) that coexist to-
gether and that must be considered jointly. These arguments lead
us to the concept of cross-layer design [16, 17] as a tool for merg-
ing the requirements at every level of the protocol stack and seek
for global efficiency. Driven by these reasonings, in this work we
propose to integrate routing decision rules right into the channel
access phase (MAC). As in geographic routing, we still need some
topology related information to select the best relay node for the
current transmission. In this respect, we focus on virtual topolo-
gies [10] [11], however, we stress that our channel access method-
ology can be adapted through minor modifications to geographical
routing as well. Previous research considering a cross-layer design
of routing and channel access can be found in [7], where the authors
introduce the concept of receiver driven contention and present a
practical and effective algorithm for the relay node selection, which
exploits a heuristic partitioning of the forwarding area. The present
paper consists of a generalization of previous approaches [7] [12]
as we substitute geographical forwarding regions with probabilistic
forwarding regions which are built considering node-specific/link-
specific metrics as well as advancements toward the destination.
These quantities are encoded here in a single node parameter which
is referred to as “cost”. For the channel contention, we use ana-
lytically derived channel access probabilities that are designed to
promote the lowest cost node within range. Hence, our approach
deals with a probabilistic selection of the nodes within coverage
that satisfy certain requirements.

The remainder of this paper is organized as follows. In Section 2
we introduce the network and cost models. In Section 3, we dis-
cuss routing rules for hop count (HC) virtual topologies, by for-
malizing routing over virtual topologies as a sequential decision
problem and presenting a possible on–line localized HC strategy.
Sections 4 and 5 present a probabilistic method to derive channel
access probabilities and design a MAC scheme to be coupled with
localized routing solutions. These sections report the most impor-
tant contribution of the paper. Section 6 presents the performance
evaluation and finally Section 7 concludes our work.

2. NETWORK MODEL
The network is modeled as a weighted graph G = (M,A), where
M is the set of nodes and A is the set of links between nodes.
Among the m = |M| nodes inM, we consider a processing unit
referred to as sink and m − 1 nodes whose function is to generate
traffic and forward packets towards the sink using a multi-hop rout-
ing technique. A is a set of ordered pairs (i, j), where i, j ∈ M.
(i, j) is referred to as the link connecting node i to node j. (i, j)

exists iff node j can successfully receive the messages transmitted
by node i (i → j). In our research we try to keep the communi-
cation/connectivity model as general as possible, without making
any specific assumption on physical channel model, modulation
and coding techniques. For this reason, any further specification
on these aspects would not affect the validity of the results pre-
sented next. The analysis is based on the concept of neighboring
sets, i.e., on sets of nodes within coverage of a given node and at
a given time instant. We stress that neighboring sets may dynam-
ically vary between subsequent forwarding actions, depending on
the network configuration, channel behavior, mobility and, among
other factors, node sleeping cycles [5, 7]. It would therefore be in-
feasible to derive these sets once for all, e.g., at the beginning of
network operations, whereas it is reasonable to obtain neighboring
sets on–demand and when the forwarding decision has to be ac-
tually taken. Each arc (i, j) ∈ A is characterized by a bounded
normalized cost cij ∈ [0, 1], which depends on the resources that
are needed to transmit a message from node i to node j. Such a
function could be related, for instance, to the energy required to
transmit a single information bit, but many other factors can also
be taken into consideration, e.g., the quality associated with link
(i, j), the congestion level at node j (e.g., the state of the queue at
node j), the node failure probability or the residual energy of the
nodes (if they have a limited energy reserve). Here, in order to keep
our framework as general as possible, we do not propose a specific
model to determine such costs. A path from node i to node d is de-
fined as an ordered list of nodes, i.e.,P = {s, r1, r2, . . . , rn−1, d},
where nodes s and d are referred to as the source and the destina-
tion node, respectively; nodes rj , j ∈ {1, 2, . . . , n − 1} in P are
referred to as relay nodes. In our analysis, we only consider all
loop–free oriented paths connecting node s to node d. The end-to-
end cost C(P) of path P (from s ; d) is obtained as the sum of
the costs associated with every link in the path1

C(P) = csr1
+

n−2X

i=1

criri+1
+ crn−1d (1)

The choice of an additive cost function as the path cost criterion
is reasonable as additive metrics arise in many settings. For exam-
ple, end-to-end delay, delay jitter, maximum total residual energy
and reliability all correspond to the sum of link weights. In the
present work, we assume that the cost cij of the link between i and
j does not depend on node i, that is, cij = cj , ∀ j ∈ M. This
simplifying assumption is reasonable, for instance, in a scenario
where all nodes transmit with the same constant power, but may of
course be removed in future research. Moreover, even when nodes
do transmit with different powers this assumption may be reason-
able to minimize any transmission power independent metric. One
example in this sense is represented by the need to avoid conges-
tion, where queue states could be used at each node to calculate
congestion costs.

3. ROUTING OVER VIRTUAL TOPOLOGIES
In the following subsections we present a possible framework to
perform routing over multi-hop WSNs based on virtual topologies.
This framework is reported here as an example to be coupled with
the channel access solutions that will be presented in Section 4.

3.1 Hop Count Virtual Topologies
For the virtual topology we adopt the following gradient algorithm
(similar to the one proposed in [11]). The procedure has to be re–
executed only when network nodes move. In the case of sensor

1Under the hypothesis of additive cost function, see [18].
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networks characterized by fixed nodes, it has to be executed only
once in the deployment start–up phase

• The sink node (SN) initially broadcasts a hop count packet
(hc pkt) with Hop Count (HC) value 1, all the sensors that
receive this packet store this value.

• Each node that receives a hc pkt, say with hop count i, broad-
casts a new hc pkt with hop count i + 1. The procedure is
repeated recursively until all nodes in the network have re-
ceived and forwarded a hc pkt.

• If a node receives more than one hc pkt, the one containing
the lowest hop count value is considered to select the hop
count value (HC) for the current node.

In the scenario we have in mind, nodes may be stationary, are
densely deployed, and can periodically enter sleep mode thereby
providing a random topology. We also consider that each sensor
can only transmit using a fixed power, i.e., no power control is ac-
counted for. Moreover, for each node i ∈ M, we define the set
Ni as the set containing all the neighboring nodes of node i. We
further defineNi(n),Ni(n−1) andNi(n+1), n ∈ N

+ as the sets
of neighbors of node i with hop count (HC) equal to n, n − 1 and
n + 1, respectively, whereNi = Ni(n− 1)∪Ni(n)∪Ni(n+ 1).

3.2 Routing as a Sequential Decision Problem
We formulate the routing process as a sequential decision problem,
where at every stage a node has to select a specific action, i.e., the
best node to act as relay for the current packet. Our focus in on on–
line routing schemes, where forwarding decisions are made based
on local network views and on some statistical information regard-
ing the second-order (two-hops away) neighborhood of the current
node. With the term local views, we mean the knowledge of the
costs of the nodes within radio range. For now, we consider this
information as available through an ideal MAC and at no cost. In
Section 5, these routing rules will be combined with a novel proba-
bilistic MAC thereby providing a practical integrated routing/MAC
scheme. We assume that the node occupied in the current forward-
ing stage is node i ∈ M, that its hop count is HC(i) = n and
that the forwarding process is at stage, t ∈ N, where time evolves
by one unit at every decision step. The problem to be solved by
the decision maker is therefore to decide which is the best node
to be selected to act as relay among the nodes in sets Ni(n) and
Ni(n − 1). Nodes in set Ni(n + 1) are excluded a priori since,
in normal conditions, they do not lead to satisfactory solutions.2

We refer to j
t

n−1 ∈ Ni(n − 1), j
t

n ∈ Ni(n) and to c
t

n−1, c
t

n as
the minimum cost nodes3 in sets Ni(n) and Ni(n − 1) and their
associated costs, respectively. We define forwarding cycle as the
sequence of steps between the stage where a node with hop count
n is reached for the first time and the instant in which a node with
hop count n − 1 is eventually selected as relay. In other words, a
cycle is the number of steps it takes the decision maker (packet) to
advance one hop toward the destination. As said above, the main
objective of the routing scheme is to minimize the total cost of the
final selected path, which is computed as in Eq. (1). In particu-
lar, the whole path can be decomposed as a disjoint sequence of n

2This has been verified by extensive simulation and is also sup-
ported by previous studies [7].
3In the case where there are multiple nodes with the same minimum
cost in one of the two sets, we randomly pick any one of them as
they are, by definition, equivalent.

d← sink node
s← source node
Cmin

tot
← +∞

Cacc ← 0

T ← ∅

repeat
i← current node
node jn−1 s.t. cn−1 = min

z∈Ni(n−1)

{cz}

node jn s.t. cn = min
z∈Ni(n)

{cz}

Cmin

tot
← min{Cmin

tot
, Cacc + cn−1}

if (Cmin

tot
− (Cacc + cn) ≤ E) or (jn ∈ T ) then

- select next hop j ← jn−1

- Cacc ← 0

- Cmin

tot
← +∞

else
- select next hop j ← jn

- Cacc ← Cacc + cn

end

Update tabu list T :
begin

- T ← T ∪ j

- Delete nodes with age ≥ tabulen from T

end
until i = d;

Algorithm 1: Statistically–Assisted greedy Routing Algorithm
(SARA). A tabu list T is used to prevent cycles or ping-ponging
between nodes at the same hop count distance.

forwarding cycles4, i.e., its cost equals the summation of the costs
incurred in each forwarding cycle. Further, if we assume that the
forwarding cycles are statistically independent, the minimization of
the expected cost associated with the full path is obtained by mini-
mizing the expectation of each term taken separately. In this case,
devising a scheme to minimize the path cost is equivalent to devis-
ing a procedure to minimize the expected cost of each cycle. The
analytical framework we developed for this purpose is discussed in
the following Section 3.3. As the major point of the paper consists
of the proposal of a channel access methodology to be coupled with
localized routing techniques, we keep the discussion in the next
section at an intuitive level. A rigorous treatment of the matter can
be found in [19].

3.3 Hop Count Routing Policies
Consider a generic forwarding step, t ∈ N, and consider that the
packet at time t is at node i with HC(i) = n and that time 0

corresponds to the instant where the current forwarding cycle has
started. At time t the decision maker (packet) has to choose a
forwarding action, i.e., whether the packet is to be forwarded to
node j

t

n−1 or to j
t

n. We define the action set and the decision
maker’s current state as At = {a

t

n−1 = j
t

n−1, a
t

n = j
t

n} and
Xt = (c

0

n, c
0

n−1, c
1

n, c
1

n−1, . . . , c
t

n, c
t

n−1), respectively. Moreover,
we assume that if action a(t) ∈ At is chosen when in state Xt,
t ≥ 0, a cost C(Xt, a(t)) ≥ 0 is incurred. Moreover, if at time
t ≥ 0 decision a

t

n−1 is made, then node j
t

n−1 is selected and the
cycle ends with a total cost Ctot(t)

Ctot(t) = Cpar(t) + c
t

n−1 (2)

4When the starting node i ∈M has HC(i) = n.
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where Cpar(t) is obtained as

Cpar(t) =

8

><

>:

0 t = 0

t−1X

i=0

c
i

n t ≥ 1

(3)

On the other hand, if decision a
t

n is taken, the cycle is continued
toward node j

t

n with an accumulated partial cost Cpar(t + 1). Ob-
serve that when Cpar(t + 1) ≥ Ctot(t) there is no point in further
searching for a better path and the cycle should end. In this respect,
note that if the current time is t, the two quantities c

t

n−1 and c
t

n can
be easily obtained as they are associated with two in-range nodes.
In this sense they can be regarded as known quantities. Moreover,
Ctot(t) is also known as it is calculated as a function of the costs
incurred from the beginning of the current forwarding cycle. For
what concerns Cpar(t + 1), we instead observe that its value can
not be known at time t as it depends on c

t+1

n−1
, which is associated

with an out of range and not yet reached node. However, as it will
be explained next, in order to implement a good routing rule, we
may account for a statistical characterization of c

t+1

n−1
. This will

lead us to a decision (routing) criterion which is based on statistical
expectations rather than on actual values. The minimum cost of the
paths encountered by the decision maker up to and including time
t is evaluated as

C
min

tot (t) = min

0≤k≤t



Ctot(k)

ff

(4)

At every decision stage t, the decision maker can keep track of the
previously encountered costs {c0

n−1, c
0

n, c
1

n−1, c
1

n, . . . , c
t

n−1, c
t

n}

by therefore evaluating the minimum cost of all paths encountered
so far C

min

tot (t) (Eq. (4)). Now, if the optimality criterion is to select
the minimum cost path, the corresponding one–stage policy obeys
the following stopping set [19] [20]

B =



Xt : C
min

tot (t)− Cpar(t + 1) ≤ E

ff

(5)

where Cpar(t + 1) and C
min

tot (t) are defined in Eqs. (3) and (4),
respectively. E is defined as

E = E[c
t+1

n−1] =

Z
1

0

c
t+1

n−1 dFmin(c
t+1

n−1) (6)

and represents the expected minimum cost among nodes with hop
count n−1 at stage t+1 and Fmin(·) is the minimum cost cdf. The
aim of the stopping rule dictated by Eq. (5) is to continue the cycle
until the expected cost of the path at the next step is higher than the
minimum path cost encountered so far. It can be proven [19] that
the policy dictated by set B gives the globally optimal behavior for
the decision maker, i.e., among all feasible policies exploiting the
available first- and second–order cost information5 it is the policy
leading to the lowest long–term expected cost [20].

The routing scheme defined by this policy is named Statistically
Assisted Routing Algorithm (SARA) as it exploits two–hop neigh-
borhood statistical measures (E) to carry out the relay selection.
The full version of the SARA routing scheme, which is a straight-
forward implementation of Eq. (5), is reported in Alg. 1. Observe
that we also use a tabu list in order to avoid ping-ponging between
nodes placed at the same hop count distance, i.e., a node with hop
count n which is selected to forward a given packet at time t can
not be re-elected as the relay for the same packet for tabulen sub-
sequent forwarding actions. In all our simulations, we found this
5First–order minimum costs (c

t

n, c
t

n−1) and second–order mini-
mum cost estimate E = E[c

t+1

n−1
].

simple strategy to be very effective in completely avoiding routing
loops.

4. A NOVEL DISTRIBUTED CHANNEL
ACCESS TECHNIQUE

The aim of the following analysis is to propose and validate an ef-
ficient channel access methodology to be coupled with the routing
technique discussed above. The main goal is to realize a simple
procedure to gather the information related to minimum cost nodes
in setsNi(n) andNi(n− 1). It is worth observing that such a pro-
cedure should be distributed, i.e., the decision on whether a node
has to access the channel should be made independently at every
node and exploiting a minimal amount of information regarding
the state of neighboring devices. Further, the algorithm should be
efficient in the sense that: i) a limited number of contention rounds
should be required to eventually establish a winner and ii) the win-
ner of the contention should satisfy certain desirable properties, i.e.,
its cost should be sufficiently close to the minimum in its set. In
the following section we propose a suitable approach to compute
the node channel access probabilities, by qualitatively and quanti-
tatively showing the role of the cost correlation ρ among competing
nodes.

4.1 Computation of Channel Access
Probabilities

As explained above, in our routing framework we exploit the mini-
mum cost information of nodes in setsNi(n−1) andNi(n), where
i is the node which is currently occupied by the forwarding process.
In order to implement our routing rules in a practical and efficient
integrated MAC/routing scheme, we need a simple and effective
procedure to find the minimum cost nodes in sets Ni(n − 1) and
Ni(n). Let us focus on the nodes in Ni(n − 1) first. Node i first
transmits a request message (REQ) packet containing the hop count
number n − 1. At this point, we are interested in devising a pro-
cedure to find the minimum cost node in set Ni(n− 1): ideally, in
fact, this should be the only node replying to the REQ. Moreover,
we want to achieve this goal in a fully distributed manner, i.e., ev-
ery node only knows its own cost and is not informed about the
status of other nodes.

In order to illustrate the problems involved in solving this task, let
us consider a generic set of N nodes SN and consider that all nodes
in the set reply with the same channel access probability P

j

a = Pa,
∀ j ∈ SN . Moreover, let us define the success probability Psucc as
the probability that a single node replies to the REQ, whereas all the
other nodes stay silent, Psucc = NPa(1−Pa)

N−1. In such a case,
it can be shown [21] that Psucc is maximized when Pa = 1/N and
its maximum value is given by P

max

succ = (1−1/N)
N−1 . However,

we shall observe that this simple access scheme does not provide a
way of discriminating the minimum cost node in set SN . In fact,
all nodes access the channel with the same probability, irrespective
of their costs. Moreover, it is reasonable to think of a distributed
scheme where such probabilities actually differ and are computed
depending on node costs, i.e., P

j

a = P
j

a (cj), where cj ∈ [0, 1]

is the cost of node j ∈ SN . In what follows, we devise appro-
priate functions and techniques to relate node costs to channel ac-
cess probabilities. With the term appropriate we mean able to keep
Psucc to a reasonably high value, while ensuring that the cost of
the winner is sufficiently close to the minimum in set SN . In Sec-
tion 4.2, we treat the case of independent costs. The more general
correlated cost case is investigated in Section 4.3.
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Figure 1: Cost correlation function ρ as a function of α.

4.2 Case I: Independent and Uniformly
Distributed Costs

In order to devise a scheme for the minimum cost node discovery,
we consider here the simplest but still important case where node
costs are independent of each other. Consider the generic set SN of
N nodes within coverage and consider that the cost associated with
a given node in SN is independently drawn from a uniform distri-
bution in [0, 1]. Moreover, consider a generic node k ∈ SN whose
cost is ck. Owing to the independent cost assumption, we can eval-
uate the probability P

k

min(ck) of that node being the minimum cost
node in set SN

P
k

min(ck) = (1−FC (ck))

N−1
= (1−ck)

N−1
, ck ∈ [0, 1] (7)

where FC(c) = Prob{C ≤ c} is the cumulative distribution func-
tion (cdf) of the cost. P

k

min(ck) is conditioned on the cost of node
k (ck) and corresponds to the probability that the remaining N − 1

nodes in SN have a cost higher than or equal to ck. In fact, it could
be reasonable to use P

k

min(ck) as the channel access probability
P

k

a at node k. In order to clarify this assertion, let us write the
MAC success probability Psucc as the probability of occurrence
of the event where a single node out of the N in SN accesses the
channel. If we choose P

k

a = P
k

min(ck), the expected value for this
probability is given by

P succ =

Z
1

0

. . .

Z
1

0
| {z }

N times

NX

i=1

P
i

a

Y

j 6=i

(1−P
j

a ) dc1 . . . dcN =

„

1−
1

N

«
N−1

(8)
Hence, when costs are independent and uniformly distributed the
choice P

k

a = P
k

min(ck) is optimal in the sense that, on average,
Psucc equals the maximum success probability, that is obtained
when all nodes access the channel with probability Pa = 1/N (see
previous Section 4.1). For non-uniform distributions, the above
analysis can be easily extended and similar results are expected.

4.3 Case II: Correlated Costs
In what follows, we further complicate our cost model by taking
into account the cost correlation between nodes in set SN and eval-
uating its impact on the MAC layer performance. As above, we
consider a generic set SN of N nodes, where we refer to cj , as
the cost associated with node j ∈ SN . Moreover, in order to
model the cost correlation among nodes, we assume that the r.v.
Cj governing the cost of node j (cj ) is achieved by summing two
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Figure 2: P
k

min(ck) as a function of ck for N = 10 and α ∈

{0.2, 0.4, 0.7, 0.99}. The independent cost case is also plotted
for comparison.

r.v. C and Γj as follows, Cj = C + Γj , where C ∈ U [0, 1] and
Γj ∈ U [−αc, α(1 − c)], U [a, b] is the uniform distribution in the
interval [a, b], a, b ∈ R, α ∈ [0, 1] and c is the actual value of
the r.v. C. Therefore, the cost of a generic node j ∈ SN is given
by a common part C, which is equal for all nodes in SN , and an
additive random displacement γj ∈ [−αc, α(1 − c)], which is in-
dependently picked for every node in the set but that depends on
the actual value of the r.v. C. c in our model is used to represent
the common cost component of nodes in SN . Clearly, the limiting
cases α = 0 and α = 1 correspond to the fully correlated case, i.e.,
where all nodes in SN have the same cost c, and to the independent
case, i.e., where the costs of every pair of nodes in SN are uncor-
related, respectively. This is a simple model that we introduce to
mathematically derive a precise relationship between the cost cor-
relation ρ and P

k

min(ck). We observe that the model is in general
not accurate for every network condition. However, it allows to find
very useful functional forms for P

k

min(ck) that, as will be shown
next, are also very effective under general cost models. We define
the correlation coefficient between any two nodes r, s ∈ SN as

ρr,s =

E[CrCs]−E[Cr]E[Cs]

σrσs

(9)

where σ
2

s = E[(Cs −E[Cs])
2
]. By standard calculations ρr,s can

be derived as (Fig. 1)

ρr,s =

(1− α)
2

(1 − α)
2

+ α2
(10)

Observe that the parameter α can be mapped as a function of ρ =

ρr,s as follows

α =

8

<

:

ρ− 1 +

p
ρ(1− ρ)

2ρ− 1

0 ≤ ρ < 1/2 and 1/2 < ρ ≤ 1

1/2 ρ = 1/2

(11)
Moreover, for a given node k with cost ck , the probability that this
node is the minimum cost node in set SN is given by the following
Eqs. (12),(13). The full derivation for these probabilities is reported

90



in the Appendix.

P
k

min(ck)

˛
˛
˛
˛
0<α≤0.5

=

8

>>><

>>>:

α
N
− (α− ck)

N

ckNαN−1
0 ≤ ck < α

N
−1

α ≤ ck ≤ 1− α

(1− ck)
N−1

NαN−1
1 − α < ck ≤ 1

(12)

P
k

min(ck)

˛
˛
˛
˛
0.5<α<1

=

8

>>>>><

>>>>>:

α
N − (α− ck)

N

ckNαN−1
0 ≤ ck < 1 − α

(1 − ck)
N
− (α − ck)

N

(1− α)NαN−1
1− α ≤ ck ≤ α

(1 − ck)
N−1

NαN−1
α < ck ≤ 1

(13)
For the limiting cases α = 0 and α = 1, P

k

min(ck) is defined as

P
k

min(ck)

˛
˛
˛
˛
α=0

=

1

N
, P

k

min(ck)

˛
˛
˛
˛
α=1

= (1− ck)

N−1
. (14)

Observe that P
k

min(ck) is continuous in ck and that in Eqs.(12),(13),
limck→0 P

k

min(ck) = 1 and P
k

min(1) = 0, i.e., a node with ck = 0

is with probability one among the minimum cost nodes in SN ,
whereas as ck = 1, the probability of being the minimum cost
node is zero. Eqs.(12),(13) are therefore consistent with the no-
tion of minimum cost node. Fig. 2 reports the above probability
P

k

min(ck) as a function of the node cost ck for some significant
values of α. For the sake of completeness, the curve representing
the independent case (iid, i.e., ρ = 0 or α = 1) is also depicted.
As a first observation, note that as the cost correlation (ρ) tends
to 1 (α → 0), P

k

min(ck) converges to 1/N , i.e., the optimal ac-
cess probability in the fully correlated case. With a decreasing ρ,
instead, the curve still assumes the value 1/N within the interval
ck ∈ [α, 1−α) (see Eq. (12)), whereas the probability of being the
minimum cost node quickly goes to zero as the cost ck increases
beyond (1 − α) and tends to 1 as ck → 0. This behavior con-
tinues for a decreasing ρ (increasing α), up to the breaking point
ρ = α = 0.5, where the portion of the curve with value 1/N col-
lapses to a single point. Further, as ρ continues to decrease, the
behavior of the curve changes according to Eq. (13), by getting
closer to the fully independent (ρ = 0) situation. Fig. 2 highlights
the substantial differences in P

k

min(ck) as a function of ρ.

5. INTEGRATED MAC/ROUTING SCHEME
In the following we propose an integrated MAC/routing schemes
that we call SARA-M, where the selection rule in Eq. (5) is coupled
with Eqs. (12),(13),(14)

1. Assume that the forwarding process is currently at node i

with HC(i) = n and that the quantities C
tot

min(t) (Eq. (4))
and Cpar(t) (Eq. (3)) have been computed by node i, where t

is the number of forwarding steps elapsed from the beginning
of the current forwarding cycle.

2. Node i initiates a first contention phase by sending a
REQ(n− 1, ρ = 0, N, T ) message to trigger a reply from
all active nodes in set Ni(n − 1). N is an estimate for the
number of nodes in Ni(n − 1), and ρ is the estimated cost
correlation. The initial value for ρ is set to zero. The REQ
also includes a tabu list T containing the identifiers of the
last tabulen visited nodes (see Alg. 1).

3. Every active node j ∈ Ni(n−1) computes P
j

a = P
j

a (cj , ρ, N)

as explained in section 4.1, where cj is the cost of node j, ρ

and N are the estimates contained into the REQ. All nodes
j ∈ Ni(n − 1) reply to the REQ with probability P

j

a . If
j ∈ T , P

j

a is forced to be zero. In its reply (REP) message
every node includes its own identifier and its cost.

4. The following three events can occur: (1) collision: more
than one node inNi(n−1) reply to the REQ and no reply can
be received (2) silence: no nodes reply (3) success: only one
node, say node j

∗
n−1, replies to the REQ or, multiple nodes

reply but the message from node j
∗
n−1 is still decodable due

to the capture effect. If either (1) or (2) occurs, the sender
updates ρ← min(1, ρ+∆ρ) and sends a REQ including the
new ρ, and the contention is continued from step 2. If case
(3) occurs, node j

∗
n−1 is the winner of the contention and, at

node i, c
t

n−1 ← cj
∗

n−1
. This last case ends the contention.

5. Node i initiates a second contention phase by sending a
REQ(n, ρ = 0, N, T ) to trigger a reply from all active nodes
in setNi(n). This contention phase proceeds as the previous
one (steps 2–4) with the only difference that in this case ev-
ery node includes the quantity E (Eq. (6)) in the REP. If the
winner of this contention is node j

∗
n, then c

t

n ← cj∗
n

.

6. The relay node is chosen according to Eq. (5), i.e., node j
∗
n−1

is selected if (C
min

tot (t) − (Cpar(t) + c
t

n) ≤ E), otherwise
j
∗
n is selected.

Observe that starting the contention phase with ρ = 0 is equivalent
to considering independently distributed costs. This makes sense
as ρ = 0 (Eq. (7)) corresponds to the case maximizing the proba-
bility of electing the minimum cost node. Therefore, we start the
contention phase by privileging the goodness of the solution found
and subsequently, and in case of collision or silence6, we modify
ρ to increase the success probability. As a further observation, we
note that in the above scheme ρ is the only parameter that is adap-
tively modified, whereas N is kept constant. The main reason for
that is due to the sensitivity of Pa(·) against N , which is consid-
erably lower than its sensitivity against ρ.7 Moreover, we observe
that at least an average for N can be reasonably measured or es-
timated through, e.g., statistical characterization of the underlying
node topology. Further results in this sense are left for future re-
search.

6. RESULTS
As a reference model for our performance evaluation, we consider
a random topology network, where nodes are placed according to a
planar Poisson process with normalized node density λn = λπR

2,
where λ is the average number of nodes per unit area, whereas R is
the constant transmission range. We consider a unit disk connectiv-
ity model [22], i.e., two nodes can communicate iff their distance is
lower than or equal to R. Observe that the schemes presented in this
paper can work for any topology setting as node density λ and con-
nectivity model just translate into different neighboring sets, which
are obtained on the fly each time a packet is to be transmitted. In
such settings, λn can be seen as the average number of nodes ac-
tually awake (or active) within coverage. The simple connectivity

6The silence probability is very high when costs are correlated
and we assume them independent and this, if no countermeasure
is taken, may lead to extremely long channel contention phases.
7We have verified this through simulation. The detailed results are
not reported here due to space constraints. However, an idea of the
sensitivity against N and ρ can be gained from Fig. 2, where the
dependence on N is mainly given by the horizontal line 1/N .
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model in [22] is considered here as a benchmark for the perfor-
mance evaluation and will be improved, e.g., accounting for chan-
nel fading phenomena, in future extensions of the present work.
In the results presented in the following, we consider λn = 15,
R = 1, all nodes are assumed to be randomly placed on a square
area of 18R× 18R and to have a perfect estimate of E . A study of
the effects of estimation errors on E is left for future research. In
subsection 6.1 we test our solution considering a single contention
round. In subsection 6.2 we report the multi–hop performance of
the integrated MAC/routing schemes presented in Section 5.

6.1 Performance of the Single Hop Node
Selection Algorithm

In this section, we first focus on the performance of the proposed
probabilistic MAC within a single contention round. In this case,
we consider a set SN of N nodes. In the following, we assume
to have a perfect knowledge of N , whereas the correlation estimate
sent along with REQ messages is computed as in Section 5. For the
node costs we consider the analytical model (AN) presented in Sec-
tion 4.3. In addition, in order to test the goodness of our approach
in a more general setting and to give evidence that it is not exclu-
sively tailored to the simple model of Section 4.3, we also adopt
the NORTA [23] [24] framework which is a widely used method
for representing random vectors whose component random vari-
ables have arbitrary marginal distributions and correlation matrix.
In particular, we consider the case of uniformly distributed costs
but with the more general correlation structure as given in [23, 24].
In Figs. 3 and 4, we plot ∆c and n considering both the AN and the
NORTA cost models. We focus on a single MAC contention phase,
according to steps 2 through 4 of the algorithm in Section 5, where
the objective of the sender is to find the minimum cost node in SN .
We define cmin as cmin = minj∈SN

(cj) and cwinner as the cost
of the winner of the contention phase. Moreover, we define ∆c and
n as the expected value of the difference ∆c = cwinner − cmin

and of the number of rounds n to complete the contention, i.e., to
eventually elect a winner, respectively. In Fig. 3, we report ∆c as
a function of the actual cost correlation ρ, considering N = 10

and ∆ρ ∈ {0.05, 0.1, 0.2}. In this figure, we show the MAC per-
formance accounting for the channel access functions in the per-
fectly correlated (1/N, Section 4.1), independent (IID, Section 4.2),
and correlated (COR, Section 4.3) cost cases. As expected, IID is
the best scheme in terms of goodness of the solution found (∆c),
whereas 1/N is the worst. It is worth noting that COR stays very
close to IID by leading to very good performance. Furthermore,
∆ρ can be effectively exploited to tune the behavior of the COR
scheme, i.e., to decrease ∆c. Under the same settings and assump-
tions, in Fig. 4 we report n as a function of the actual cost correla-
tion ρ. In this case, the ranking between IID and 1/N is reversed.
In fact, the channel access probabilities in 1/N (1/N ) are chosen to
maximizes the success probability Psucc, but ignoring node costs.
As a consequence, 1/N performance is the best in terms of delay
(n) and the worst in terms of cost (∆c). On the other hand, IID
accounts for node costs, but regardless of Psucc. This explains
why, within our framework, IID and 1/N may be seen as lower
bounds for ∆c and n, respectively8. From Fig. 4, we also stress
that COR stays sufficiently close to the lower bound (1/N) and that,
once again, the ∆ρ parameter can be varied to decrease n. As a
last observation, we point out that the role of ∆ρ depends on the
considered performance metric. That is, an increasing ∆ρ is bene-
ficial for the delay (n ↓) but has a negative impact on the goodness

8Observe that the exact lower bound for the delay metric in the
multiple slot case is given by the access probability distribution
in [21].
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of the solution (∆c ↑). A trade–off ∆ρ value is therefore to be
found according to system/node requirements. From these graphs,
it shall be observed that, even with a more general cost correla-
tion model (NORTA), COR still performs very close to the optimal
performance. While of course not providing any proof, these re-
sults provide strong evidence that our strategy is able to give very
good performance without critical dependence on the cost correla-
tion model, and therefore has wide applicability.

6.2 Multi Hop Performance of the Integrated
MAC/Routing Schemes

In Fig. 5, we report the complementary cumulative distribution
function (ccdf) of the difference between the cost (C, see Eq. (1))
of the path selected by the SARA on–line routing algorithm and the
optimal cost solution (Copt), which is found by solving an off–line
optimization problem [25]. This cost distribution is computed by
Monte Carlo simulation and is representative of the case where the
hop count of the starting node is 8. In Fig. 5 we report the cost ccdf
for the integrated MAC/routing SARA scheme, by considering the
COR, IID, and 1/N MAC schemes. A “IDEAL” curve, where mini-
mum cost nodes in the forwarding sets are obtained with probability
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one and at no communication cost, is also plotted for comparison.
Node costs are independently according to the U [0, 1] distribution.
Observe that, even if costs in the network are picked independently,
rather than the expected cost correlation, that in this case is zero, the
key factor into the channel contention phase is the “instantaneous
cost correlation” between the nodes in the forwarding sets. That
is, the factor that affects the contention is the degree of “similar-
ity” of the costs of the nodes at the beginning of a specific channel
contention phase. Therefore, the above cost assignment model is
sensible as the “instantaneous correlation” can assume any value
and this means that we are testing our MAC under any possible sit-
uation. As highlighted in the figure, 1/N is largely suboptimal and
should not be considered. On the other hand, COR when consid-
ered with the SARA routing algorithm gives satisfactory results as
the degradation with respect to both IDEAL and IID is very small.
It must be observed that, even if IID gives the best results in terms
of cost, it is not a good candidate solution as its good cost perfor-
mance is achieved at the expense of an extremely large number of
contention periods (Fig. 4).

7. CONCLUSIONS
In this work we addressed routing and MAC algorithms for the ef-
ficient delivery of packets in wireless sensor and Ad Hoc networks.
In the first part of the paper we briefly discussed novel on–line algo-
rithms to efficiently route packets over virtual topologies, obtained
by tracking hop count information at every node. The goal of these
routing schemes is to minimize a generic cost function, that de-
pends on the node costs encountered along the path and that can
be related to, e.g., node residual energies or queue lengths. Subse-
quently, we proposed a new channel access methodology that takes
into account the cost correlation between nodes. This strategy is
specifically designed to efficiently identify, at a low communication
cost, the minimum cost nodes within coverage and can be there-
fore efficiently coupled with any localized routing algorithm. As
an example, we coupled the proposed probabilistic MAC with hop
count routing schemes by obtaining very good results as the final
integrated scheme performs satisfactorily with respect to both op-
timal solution and ideal scheme (collision free with complete local
information). We observe that there are many issues that can be
improved. For example, how the proposed scheme performs in the
presence of malfunctioning nodes is still an open issue. Also, our

solution can be considerably improved by refining the contention
procedure, and in particular its adaptation between subsequent con-
tention rounds, by therefore further reducing the number of itera-
tions needed to elect a relay node. All these issues are left for future
research.
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APPENDIX
A. DERIVATION OF COST-DEPENDENT

ACCESS PROBABILITY FUNCTIONS
Consider the cost model introduced in Section 4.3 and consider
a generic set of N nodes SN . In this Appendix we will derive
the probability for the generic node k ∈ SN to be the minimum
cost node in the set (Eqs. (12)(13) and (14)). The actual cost at
node k is ck = c + γk, where the common cost component (c)
is uniformly distributed in [0, 1] and γk is uniformly distributed in

[−αc, α(1 − c)]. If Γk is the r.v. associated with γk we have that
fΓ(γ), the probability density function (pdf) of Γk is9

fΓ(γ) =

(

α
−1

γ ∈ [−αc, α(1 − c)]

0 elsewhere
(15)

Moreover, considering the cost ck as given, the pdf of c given ck,
f(c|ck) can be obtained via the Bayes rule as follows f(c|ck) =

f(ck|c)fC
(c)/fC(ck), where f(ck|c) is derived from Eq. (15) thro-

ugh a domain shift

f(ck|c) =

(

α
−1

ck ∈ [c − αc, c + α(1 − c)]

0 elsewhere
(16)

fC(ck), the pdf of the cost at node ck is found via the following
convolution integral

fC(ck) =

Z
+∞

−∞

f
C

(c) fΓ(ck − c) dc (17)

where the pdf associated with the common cost component f
C

(c)

is uniform in [0, 1] and fΓ(γk) is defined as in Eq. (15). From the
definition intervals of f

C
(·) and fΓ(·), expressed as a function of c

(the common cost part), one can calculate the integral in Eq. (17)
for 6 disjoint cases. These cases are reported in Fig. 6. In fact, the
length of the definition interval of fΓ(γk) as a function of c (the
interval is [(ck−α)/(1−α), ck/(1−α)]) is given by α/(1−α) and
is smaller than or equal to 1 for 0 < α ≤ 0.5 and larger than 1 when
0.5 < α < 1: this gives the two cases a and b in Fig. 6. Moreover,
for each of these cases we have three possibilities, depending on
the value of ck . Hence, by solving the integral above, one achieves
two different expressions for fC(ck), according to the value of α.
In particular, fC(ck) is found for the two cases where 0 < α ≤ 0.5

(case a) and 0.5 < α < 1 (case b) as follows

fC(ck)

˛
˛
˛
˛
0<α≤0.5

=

8

>>>>>><

>>>>>>:

ck

α(1 − α)

0 ≤ ck < α

1

1 − α
α ≤ ck ≤ 1− α

1− ck

α(1 − α)

1− α < ck ≤ 1

0 elsewhere

(18)

fC(ck)

˛
˛
˛
˛
0.5<α<1

=

8

>>>>><

>>>>>:

ck

α(1 − α)

0 ≤ ck < 1 − α

α
−1

1− α ≤ ck ≤ α

1− ck

α(1 − α)

α < ck ≤ 1

0 elsewhere

(19)

The conditional pdf f(c|ck) can therefore be obtained as f(c|ck) =

f(ck|c)fC
(c)/fC(ck) that, can be written in a compact form as

f(c|ck) =

(

(αfC (ck))
−1

c ∈ Ic

0 elsewhere
(20)

where fC(ck) is one of the two expressions above, according to the
value of α. The interval Ic = [cmin, cmax] is specified by

cmin = max

„

0,
ck − α

1− α

«

, cmax = min

„

1,
ck

1− α

«

. (21)

9This pdf is conditioned on c.
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Figure 6: Diagram for the calculation of the convolution integral in Eq. (17). The intervals represent the values of c for which f(ck|c)

(c ∈ [(ck − α)/(1 − α), ck/(1 − α)]) and f
C

(c) (c ∈ [0, 1]) are different from zero.

Now, we refer to P
k

min(ck) as the probability that node k with cost
ck is the minimum cost node in SN . P

k

min(ck) is given by

P
k

min(ck) =

Z

c∈Ic

f(c|ck) (1− FΓ(ck − c))
N−1 dc (22)

where FΓ(·) is the complementary distribution function (cdf) of
the r.v. Γk for the cost displacement at node k. The equation above
returns the probability that all the remaining N − 1 nodes in SN

have a cost which is higher than or equal to ck (term (1−FΓ(ck −

x))
N−1), given that the cost of node k is ck. The above integral

must be evaluated considering the six cases above. For the sake of
illustration, in the following we report the calculation for case a

a1) For a given value of α ∈ (0, 0.5], the integral in Eq. (22)
is significant when f(c|ck) > 0. Moreover, f(c|ck) > 0

when both f(ck|c) and f
C

(c) are larger than zero and this
happens when 0 ≤ c < ck/(1 − α) (see case a1 in Fig.6).
This gives the integration limits for Eq. (22). The pdf fC(ck)

that has to be considered to derive f(c|ck) is given by the
first line in Eq. (18). In fact, case a1 is equivalent to having
(ck−α)/(1−α), the inferior limit of the interval on the left-
top side of Fig. 6, smaller than zero which translates to 0 ≤

ck < α, by therefore leading to the expression for fC(ck) =

ck/(α(1−α)). Hence, f(c|ck) = (1−α)/ck (Eq. (20)), the
cdf FΓ(γ) = (γ + αc)/α and Eq. (22) results as

Z
ck/(1−α)

0

(α− ck + c − αc)
N−1

(1− α)

ckαN−1
dc

=

1

ckαN−1

Z
α

α−ck

ξ
N−1 dξ =

=

α
N
− (α− ck)

N

ckNαN−1
(23)

and this gives the first line in Eq. (12) which holds for 0 ≤

ck < α, due to the condition on fC(ck).

a2) For a given value of α ∈ (0, 0.5] and reasoning as above the
interval to be considered for c is (ck − α)/(1 − α) ≤ c ≤

ck/(1 − α), the region for ck (fC(ck)) is α ≤ ck ≤ 1 − α,
which comes from the fact that, in case a2, (ck − α)/(1 −

α) ≥ 0 and ck/(1 − α) ≤ 1, respectively. Hence, fC(ck) =

1/(1−α) and f(c|ck) = (1−α)/α. Eq. (22) is finally given

by
Z

ck/(1−α)

(ck−α)/(1−α)

(α− ck + c − αc)
N−1

(1− α)

αN
dc

=

1

N
(24)

and this gives the second line in Eq. (12) which holds for
α ≤ ck ≤ 1− α, due to the condition on fC(ck).

a3) For a given value of α ∈ (0, 0.5], c now spans in the range
(ck −α)/(1−α) ≤ c ≤ 1 and the condition for ck (fC(ck))
is 1 − α < ck ≤ 1. Hence, fC(ck) = (1 − ck)/(α(1 − α))

and f(c|ck) = (1− α)/(1 − ck). Eq. (22) is obtained as
Z

1

(ck−α)/(1−α)

(α− ck + c − αc)
N−1

(1− α)

(1 − ck)αN−1
dc

=

(1− ck)
N−1

NαN−1
(25)

and this gives the third and last line in Eq. (12) which holds
for 1 − α < ck ≤ 1, due to the condition on fC(ck).

The derivation for case b is obtained through the same procedures
by considering the diagram for cases b1, b2 and b3 in Fig. 6.
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