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Abstract

In this paper, we present a study on the performance of TC®rins of both
throughput and energy consumption, in the presence of alitk CDMA radio
interface typical of third generation wireless systemse Tésults show that the re-
lationship between throughput and average error rate gellarindependent of the
network load, making it possible to introduce a universabtighput curve, empiri-
cally characterized, with gives throughput predictionseach value of the user error
probability. Furthermore, the study of the energy efficiesbhows the possibility to
select an optimal power control threshold to maximize tadéoff between through-

put and energy, thereby potentially achieving very sigaifticenergy gains.
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1 Introduction

In the past decade, the introduction of mobile phones andatieeof subscription to wire-
less communication systems have been spectacular. Atésemirtime, penetration rates
in many countries have exceeded the 50% mark, and yet thaintlyrdoes not seem to
significantly slow down. At the same time, access to the haers becoming part of
everyday’s life for a large number of people throughout treld: Even though voice
applications will still dominate the wireless market in tinemediate future, everybody
expects that the real future of wireless is in IP-based dapéiaations, which will deliver
the promise of easy access to large amounts of informatioarfgone at any time and

from anywhere [1].

Based on this evolutionary trend of the telecommunicatioasket, a significant step has
been taken by the wireless industry, by developing a newrgéna of systems whose
capabilities are intended to considerably exceed the yited data rates and packet han-
dling mechanisms provided by current second generatidies\ss such as GSM, 1S-136,
IS-95 and PDC. Third generation systems are already at tvenadd stage of standard-
ization [2]. For example, a self-contained set of specificet for the Universal Mobile
Telecommunications System (UMTS, the European/Japarers®n of third generation
wireless) has already been published last year, and a neaseeis expected soon, based

on an all-IP Core Network architecture [3, 4, 5].

The goal of providing multimedia services to the wirelessii@als and of offering trans-
port capabilities based on an IP backbone and on the Intparatigm calls for the ex-
tension of widespread Internet protocols to the wirelegsala. In particular, extension
of the Transmission Control Protocol (TCP) [6] has receigedsiderable attention in
recent years, and many studies have been published in thre libp&ture, which ad-
dress the possible performance problems that TCP has whenated over a connec-
tion comprising wireless links, and propose solutions twsthproblems (see for example
[7,8,9, 10, 11, 12, 13]).

When TCP is run in a wireless environment, two major consitiens must be made
regarding its performance characterization. First ofialieless links exhibit much poorer

performance than their wireline counterparts and, everenmoportantly, the effects of this
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behavior are erroneously interpreted by TCP, which reaxtsetwork congestion every
time it detects packet loss, even though the loss itself raag bccurred for other reasons
(e.g., channel errors). Furthermore, it has been showrttikeatatistical behavior of packet
errors has a significant effect on the overall throughpufquarance of TCP, and that
different higher-order statistical properties of the pato&rror process may lead to vastly
different performance even for the sammeeragepacket error rates [14]. It is therefore
important to be able to accurately characterize the actwat process as arising in the

specific environment under study, as simplistic error medehy just not work.

Another critical factor to be considered when wireless desiare used is the scarce
amount of energy available, which leads to issues such spéfe and battery recharge,
and which affects the capabilities of the terminal as weitsasize, weight and cost. Since
dramatic improvements on the front of battery technologydoseem likely, an approach
which has gained popularity in the past few years consistsiimg the available energy in
the best possible way, trying to avoid wasting power and te tprotocols and their pa-
rameters in such a way as to optimize the energy use [15]olildibe noted that this way
of thinking may lead to completely different design objees or to scenarios in which the
performance metrics which have traditionally been usedwédwaluating communications
schemes become less important than energy-related méthissenergy-centric approach
therefore gives a different spin to performance evaluaéind protocol design, and calls

for new results to shed some light on the energy performahpeotocols.

Studies on the energy efficiency of TCP have been very limstedar [16, 17, 18, 19].
In addition, they do not address specifically the Wideband/@Cenvironment typical of
third generation systems, and therefore do not necesgaoljide the correct insight for
our scenario. The purpose of this paper is to provide a @etaludy of the performance
of TCP, in terms of both throughput and energy, when a Widdl@DbMA radio inter-
face is used. In particular, the parameters of the UMTS mlay$ayer will be used in the
study. As a first step of the study, in this paper we presenttes the absence of link-
layer retransmissions. This is done in order to more cleangierstand the interactions
between TCP’s energy behavior and the details of the radesfate. Extension of the
study to include link-layer retransmission is currentlyjdenway. Results on the through-

put performance of TCP in the presence of link-layer retnaissions can be found, e.g.,
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in [12, 13, 20], where on the other hand energy performannetistudied.

The paper is organized as follows. In Section 2, the mairesystssumptions and some
details of the simulation tool are described. In Sectionh®, throughput performance
of TCP in various scenarios is discussed, and an analytpgaioaimation for the TCP
throughput performance curves is proposed. In Sectionedetiergy performance of TCP
is directly addressed. In particular, the effect of the powaentrol threshold, which af-
fects both the error statistics and the transmit power compsgion, is examined, and the
tradeoff between QoS and energy efficiency is explored. Anncanclusion is that an
appropriate choice of the power control threshold, whikdiag to incremental (though
non-negligible) throughput improvements, has the poattdi produce multiple-fold en-

ergy savings.

2 System mod€

2.1 System-level simulation

In order to carry out the proposed research, a basic sinoalatiol has been developed.
It simulates the operation of a multicellular wideband CDMAvironment, where user
signals are subject to propagation effects and transnptiectrs are adjusted according to

the power control algorithm detailed in the specifications.

We consider a hexagonal cell layout with 25 cells total. Wtrsicture is wrapped onto
itself to avoid border effects. Each simulation is a snapghéime, so that no explicit

mobility is considered while running the simulation. Howewhe fact that users may be
mobile is taken into account in the specification of the Depfrequency, which charac-
terizes the speed of variation of the Rayleigh fading prec&®r the same reason, long-
term propagation effects, namely path loss and shadowieggegpt constant throughout
each simulation. Path loss relates the average receivedrpowthe distance between
the transmitter and the receiver, according to the genevarse-power propagation law
P.(r) = Ar~P, where in our results we chose = 3.5. Shadowing is modeled by a

multiplicative log-normal random variable with dB-spread= 4 dB, i.e., a random vari-



able whose value expressed in dB has Gaussian distributtbrzero mean and standard

deviation equal to 4 [21].

At the beginning of each simulation, all user locations amdomly drawn with uniform
distribution within the service area, and the radio patingapbwards all base stations are
computed for each. Users are then assigned to the basenstdtioh provides the best
received power. Such assignment does not change througteosimulation. Also, note
that each user is assigned to a single base station, i.ehaudover is not explicitly con-
sidered here. Extension of the program to include soft hasdis currently in progress,

although qualitatively similar results are expected.

During a simulation run, the fading process for each usetysacdhically changed, ac-
cording to the simulator proposed by Jakes [21] and to thected value of the Doppler
frequency. Note that the instantaneous value of the Rayli@iding does not affect the
base station assignment. In order to take into account tieband character of the trans-
mitted signals, a frequency-selective fading model is pseth five rays whose relative
strengths are taken from [22]. Maximal ratio combining thgh RAKE receiver is as-
sumed at the base station. Only the uplink is consideredisnpdmper, although similar

results have been obtained for the downlink as well.

Each connection runs its own power control algorithm asilbetan the specifications.
The resulting transmitter power levels of all user, alonghwthe instantaneous propa-
gation conditions, determine the received signal leveltaheeceiver, and therefore the
level of interference suffered by each signal. We assume perfect knowledge of the
Signal-to-Interference Ratio (SIR) which is used to maledhcision about whether the
transmitted power should be increased or decreased by tharam. A finite dynamic
range is assumed for the power control algorithm, so thaeund circumstances can the
transmitted power be above a maximum or below a minimum valine delay incurred
in this update is assumed to be one time unit (given by the powatrol frequency of
update), i.e., the transmitted power is updated accorditiget SIR resulting from the pre-
vious update. The effect of late updates on the overall p@doace has been studied in
[28].

Table 1 summarizes the various parameters used in the giomula



2.2 Block error process generation

The output of the system level simulations is a log of the eslaf the SIR, transmitted
power and fading attenuation for all users, which allowsaigdin some understanding
on the time evolution of these quantities, as well as on theWer of the network at
the system level. A post-processing package translateSIReraces into sequences of
block error probabilities (BEP). This is done while takingad account how the radio
frames are deinterleaved and decoded. The interleavirepsefihave been taken from the
specifications, and a convolutional code with rate 1/2 amsaint length 8 with Viterbi
decoding has been considered. An analytical approximdtasbeen used to relate a
string of SIR values (one per time unit) to the probabilitatthe corresponding block
(transmitted within one or more radio frames) is in erroreThsulting trace of the block
error probabilities can then be used in the simulation ohlargayer protocols, as is done
in this paper, or to perform some statistical analysis o€bklerrors. The latter approach is

explored in [29], where the burstiness of the error proce$saked at in some detail.

2.3 TCP simulation

For each simulation run (which corresponds to a given seaddmeters), the SIR traces of
all users are produced, which are then mapped into BEP tesgesst explained. The latter
are then used to randomly generate a block error sequenc®)(BEe BES is generated
from the BEP traces by just flipping a coin with the approgriptobability in each Time
Transmission Interval (TTI), which is the time used to traitsa block. The BES obtained
is then fed to the TCP simulator that uses it to specify thewobbstatus in each TTI. By
doing so, the SIR traces generated for all users in a sinonlatin are used by the TCP

simulator to compute the throughput.

The average throughput is defined as the fraction of the eglaramsmission rate (consid-
ered at the IP level output) which provides correct inforiorabits at the receiver, i.e., not
counting erroneous transmissions, spurious retransomssidle time and overhead. In
addition to the throughput value, the TCP simulator comgotber metrics of interest. In

particular, we are interested in the average block errobglodity, P, which is obtained



for every user simply by averaging all the values of its BERusmce, and which will be
used later to report the obtained results. Another metriotefrest is the average energy
spent in transmitting data. For this purpose, besides BEPhave also considered the
transmit powertraces generated by the system-level simulator. Thesedraave been
generated assuming continuous channel transmissiosiiigrr is always active) and by
updating the transmitted power according to the power cbatgorithm. However, when
TCP is considered, transmission is bursty, due to the winaddaptation mechanism im-
plemented by the TCP algorithms, i.e., idle times occur wimenwindow is full or the
system is waiting for a timeout. To account for idle times, v&we considered thactual
transmitted power, equal to the one obtained from poweesacen TCP transmits, and
to zero otherwise. The average transmitted power is therpated by summing the actual
transmitted power throughout the simulation (all slots) dividing it by the total simu-
lation time (in number of slots). Moreover, to obtain the rage consumed energy per
correctly received bit, we simply divide the average traitigower by the correct infor-
mation bit delivery rate. In the following, we report thedlighput and average consumed

energy expressions:
_ CIB

- CBR
ATP  ATP )
CIB S-CBR
where S=average throughput; 7 B=correct information bits per secon@,B R=channel

1)

ACFE =

bit rate at the IP level outputj C E=average consumed energy per bit, alildP=average
transmitted power. We remark that, with our definitions} F is the average consumed
energy percorrectly received bjti.e., the energy cost of delivering a single bit to the
destination. Notice that this quantity is equal to the isesof theenergy efficiencef the

protocol as defined in [30].

The TCP simulator implements fragmentation of TCP segmentslow adaptation and
error recovery. It simulates a simple unidirectional ftgsen, where the direct link packet
generation is assumed continuous as in a long ftp transfer.TCP algorithm considered
is New Rend24]. Data flow is unidirectional, i.e., data packets flowyfrfom sender
to receiver, while ACKs flow in the reverse direction. Reegigenerates non-delayed

ACKs, i.e., one ACK is sent for each packet received. The TE&ack is version 4, with



a total of40 bytes (including both TCP and IP overhead) for each headengcession is
not taken into account in the results presented) and MTUdizé2 bytes. We have not
considered RLC and MAC levels, which are assumed here tatpartransparent mode.

RLC/MAC level implementation and characterization areently under study.

To compute the bit rate at the output of the IP level, we haeetount for overhead added
by the physical layer as well as possibly due to multiplexafgther channels. For the
purpose of discussion, we assume the following figures: rsspart block is 1050 bits,
including 16 bits of overhead due to transparent RLC/MACrapen; a CRC and tail bits
for code termination are added to this block, and the resuttonvolutionally encoded
at rate 1/2. The resulting encoded block is then brought @02hcoded symbols by
the rate matching algorithm, so that the raw physical layemntol rate is 240 kbps. The
application of a spreading fact¢t/" = 16 makes it 3.84 Mcps, which is the standard
channel transmission rate. At the IP level output, we these laeblock of 1034 bits of data
every 10 ms, thereby yielding a net bit ratel0B.4Kbps, which is the bit rate used in the

TCP simulator.

The use of TCP New Reno algorithm has been motivated by itéeimmgntation of fast
recovery and fast retransmit algorithms [25], as recomradnd [26], especially for wire-
less environments. This is an optimization over previou® Mersions, and is currently at

the Proposed Standard level.

3 TCP throughput performance

In this Section, we present some numerical results whicistilate the behavior of TCP

throughput in the considered environment.

In the graphs presented we will indicate with, the number of users in the simulation,
with 7'T'I the number of radio frames over which interleaving is perfed,SI R, = t+A
dB indicates that the threshold used in the power contrardlym is ¢, while A is its
increment as described in Section 2. Finally, with the tginwe refer to the Doppler
frequency used in the Rayleigh fading simulator. In thediwlhg graphs, the results will

be represented as average TCP throughfutys. average block error probability.,



thereby assigning a single point in the graph to each user.

3.1 Senditivity tothe Doppler frequency

Figure 1 shows the TCP throughput performance for diffewattes of the Doppler fre-
quency. The graph is plotted by reporting throughput ¥%.for each of the 90 users
involved in the simulation; each user is identified by a marKéne case of independent
errors is also reported for comparison purpose (here th&enaare used only to identify
the curve and are not related to the users). The first initagesbservation concerns the
fact that, for a given value of the Doppler frequenfy,the points representing the various
users of a simulation appear to lie along a fairly well-dedicarve. It is worth stressing
that this was not obvious a priori since different users daequ in different locations and
are subject to different propagation conditions, both nmte of slow impairments (log-
normal shadowing) and in terms of fast fading. This allowsaismtroduce the concept
of “universal throughput curve” for a given situation, ireteense that users which suffer
similar values ofP, will enjoy about the same throughput. Again, this is not ologi since
different users in a simulation may see different statdtiezhaviors of the errors, which
could in principle lead to different performance even in pinesence of the same average
error rate [14]. An explanation can be drawn from the resal{9], where it was found
that for a given value of, there is a strong correlation betweé&hand the error bursti-
ness. In this situation?., essentially determines the full second-order characttoa of
the error process, which in turn almost fully specifies theigaf the TCP throughput.
On the other hand, for different values fif we observe different curves. In fact, even in
the presence of the sanf the different extent of the channel memory results in défer

performance.

Another interesting observation from Figure 1 is that asDio@pler frequency increases
the performance degrades, i.e., slower channels corrdsppobetter performance, as al-
ready observed in [11]. As expected, for sufficiently highuea of the Doppler frequency,
the behavior of the system is close to the iid case. Finalgynate that the shape of the
curves appears to be fairly regular, with a smooth transitiom highest throughput values

(essentially limited only by the percentage of overheadh&nTCP packets, far left of the



graph), to essentially zero throughput when errors are Negly (right end of the graph).
This shape, which has been observed by other authors, leselknicely to numerical

fitting, as detailed later.

3.2 Senditivity tointerleaving depth

In UMTS, besides the so-call@atra-frameinterleaving, which is always used to scramble
the bits within a radio frame (10 ms) before encoding, it sogbossible to use a second,
interframe interleaving, which mixes bitacrossframes. By doing so, the performance
of the decoder is of course improved also in the presence &t lewrors, but a larger
interleaving delay is introduced. Therefore, anothengd@ng sensitivity analysis regards
the interleaving span allowed by the application. Whilegieg in mind the price to be
paid in terms of delay (an increase of th&'I corresponds to a larger delay), we can note
from Figure 2 how a deeper interleaving gives a beneficiaatff Notice also that the

shape of the curves is similar to what observed in the previaise.

3.3 Effect of the network load

The effect of the network load is shown in Figures 3 and 4. lguFe 3, results from
three simulations are shown, with 80, 90 and 100 users ineh&ark, respectively. For
each simulation, all users are assigned a point with the sdosessa (which is given by
the number of users in the system) and with vertical cootdimggven by their average
TCP throughput. We can see how for increasing load the pecesaidisadvantaged users
becomes more noticeable, as expected, and the system isamémnore unfair. The
same results are represented in Figure 4 by reporting tleaigiuput as a function aP,
where the curve along which the various points are aligne@letively insensitive to
the system loadln Figure 1, it was observed that, in a given scenario, twouedose
average block error probability is the same will have esaintthe same throughput,
regardless of the specific situation of each. What we seeibkdtat this behavior still
holds acrosssimulations in which different levels of network load arensaered (but

for the same Doppler frequency). For higher network loagheaser will certainly see
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worse performance due to the increased interference, buethationship between average
throughput and average error rate is essentially unaffectéis highlights the power of
the concept of “universal curve” which can be used to stugicgl cases and to infer TCP
throughput performance based only on easily measurablsigdiylayer parameters. In
Figure 4 a possible form for the universal curve is given fmmparison with the simulator
output points; more details about this fitting function Wk presented below. Similar

behavior has been observed for other values of the Dop@gquéncy.

3.4 Analytical throughput prediction

The observed shape of the throughput curves, which tenddostant equal to one minus
the percentage of overhead fBf — 0 and to zero forP, — 1, suggests a numerical fit
involving the logarithm ofP,. Also, the shape of the transition is seen to depend on the

value of the Doppler frequency.

In Figure 5 we show a proposal for the modeling of the TCP tghmwt behavior through
a heuristic functiory (x), independent of the network load and parameterized onlyéy t
Doppler frequency, as suggested by the curves of Figure 4elisawby other results not

shown in this paper. The proposed expressioryfa) is as follows:

1Oa-ln(ﬁfl)

f(fl') = S(O> ’ a~1n(.;—1) (3)
10 T-xs +1
where
Fo 1 80() @
a=13 (5)
1
Ts = m —k (6)

and whered = 1.39, B = 2.78, k = 0.03, andS(0) is the average throughput fét. = 0

andf, is the Doppler frequency in Hz.

The accuracy of the proposed fit has been tested for varidusyaf the parameters in-
volved. Examples of these tests are given in Figures 4 amosiich the fitting expression

is compared against the simulation results for two valuge@Doppler frequency. These
graphs show that the analytical expression is reasonatbg¢b the actual points obtained

by simulation.
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4 TCP energy performance

All previous results were obtained for a given value of thevpocontrol threshold$ T Ry,
which is used to drive the transmit power dynamics at eacharstwhich directly affects
the error performance. In fact, choosing a higher value f tireshold has the double
effect of forcing the users to transmit more power in ordeathieve a higher SIR (thereby
consuming more energy) but also of causing the SIR expextehyg the typical user to be
higher (thereby improving the error rates and thereforéli@@®e throughput). Itis therefore
of interest to study how varying the power control SIR thadmakes it possible to cut

a tradeoff between QoS and energy consumption.

Figures 7 and 8 show the trade-off between TCP throughputansumed energy. Each
curve corresponds to a given user for a given set of parasjetdrereas different points
on the same curve refer to different values of the power obttireshold. Figure 7 shows
the effect of using different threshold values in termsSads a function ofAT' P. In this
figure only the behavior of some selected users has beerntedpdihese users can be seen
as representative of all users in the network, in the seradhby illustrate typical behav-
iors as they arise in the system. In Figure 8 the same reg@ltsheown, by considering
ACEF instead of AT P; as expected, for low throughput the obtained curves arféeshi
to the right, sinceACE is obtained by dividingAT P by the throughpu®' (except for an
inessential constant scaling factor, see equation (2)is ihntuitively explained by the
fact that, for a given average consumed power, the energgqrezct information bitis
greater for low throughput values, i.e., when it is hard ttvee bits correctly, the cost
associated to each one of them is higher. Notice that TCRdlrdoes the right thing by
stopping transmission when the channel is very bad (thedrtnevent), whereas it tries
to recover from errors whenever possible through retrassiomns, which may waste some

power.

In general, increasing the threshold should lead to bettigopmance for many users, since
the SIR experienced is expected to be higher; this is notssecdy true, however, since,
in order to achieve a higher SIR threshold, many users vatigmit more power, thereby
causing more interference in the system. If the SIR objedsiwot achievable for all users

in the system, some users will actually see degraded peafocenfor higher values of
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the threshold since, although the threshold value woultespond to better performance,

they cannot achieve its value.

¢, From the obtained results we have noted different useravih For some users an
increasing power threshold always corresponds to a gréateughput: for these users
the throughput as a function of the power threshold is a nmmotcurve. For others,

the throughput vs. consumed power curve increases up toakpmwat, after which an

increment of the power threshold (and thereby of the tratisthpower) actually leads to
worse performance, due to greater interference as disdugsave. In our results, user
14 is the one showing monotonic behavior, since it expedasriavourable propagation
conditions, and therefore is not significantly affected oy increased interference level in
the system. For users 11, 33 and 114, a different situatiorbeaobserved. In particular,

user 11 is the one with the worst behavior as the power thtdshoreases.

In any event, from these results we can conclude that inicrgdke target value of the
SIR in the system does not necessarily translate into ingatauality, but there exists
an optimal value of the threshold, beyond which some useltsewperience negligible
throughput improvements, whereas others will even seeadegr performance. In the

cases studied in this paper, this optimal value is seen téolse to 3.5 dB.

Another important remark regards the numerical values shmwFigures 7 and 8. It
can be clearly seen that unlike for throughput, which exéapbadly chosen values of the
threshold exhibits relatively small variations, the rasganned by the energy performance
extends over multiple orders of magnitude. This indicaked the choice of the proper
power control threshold, while certainly important for@arand throughput considerations,

becomes critical when energy performance is considered.

Figure 9 shows the average consumed power as a function pbther threshold. As ex-
pected, a greater threshold value always corresponds ghathtonsumed power, i.e., all
curves have a strictly monotonic behavior. This is due td#leethat for higher threshold
values, more power is necessary in order to obtain the req@8iR target. A different be-
havior is observed in Figure 10 in which the consumed eneegybjt is reported instead.
In particular, notice that in the far left of the graph, a d&se of the threshold, although

corresponding to smaller average power (see Figure 9)ltsdawa higher energy cost per
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bit. This behavior corresponds to users suffering from lomwtghput performance, where
the consumed energy per correct information bit grows, ata@xed before. As a last ob-
servation, we note from Figure 9 that users 11, 33 and 114the ones that suffer from
system interference as the threshold grows, show a trarezshgbower which is essentially
constant for values of the threshold beyond 4 dB, This is dubé fact that these users,
in trying to achieve the required SIR and to make up for thegased interference, have
reached the maximum allowed value for the transmit powet tharefore their power can

not be increased any more.

A similar QoS-energy trade-off relates to the error ratefgrenance instead of the TCP
throughput. In Figure 11 the block error probabilig has been reported against the
average transmitted powelT P by using different values of the threshold. From the
graph, we note thaf, decreases as the threshold grows until a minimum is reackfeat.

this point P, starts to grow, again due to the increased interferencearsyistem. The
points in whichP, has a minimum are the same on which the throughput of therayste
is maximized (see Figure 7). As before, user 14 is the only csesidered for whiclP,
never grows, i.e., increasing the threshold always lead®tter performance. In Figure
12 ACFE is reported instead od 7' P and, as in the previous cases, some points are shifted

to the right due to poor throughput performance.

¢From the above results, we may conclude that the selectitme@ower control SIR

threshold is critical in cutting the right trade-offs beeveQoS and energy performance.
In particular, we observe that the potential for energy gasrvery significant compared to
similar effects on throughput, being measured over mdtgbters of magnitude. There-
fore, it seems that more attention should be given to eneogyggumption issues at the
Radio Resource Management level, which is responsiblénBopbwer control parameter

selection.

5 Conclusions

In this paper, some results on the behavior of TCP over a Vdid@lCDMA air interface

have been reported. In particular, TCP throughput curves lhaen obtained, and their
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dependence on various parameters, such as the number ef tieeimnterleaving depth,
and the Doppler frequency, has been investigated. ¢Franstindy, we have found that
the relationship between average TCP throughput and awdrlagk error rate is largely
independent of the number of users in the system. For thsoredt is possible to empiri-
cally characterize such a curve with a matching functiom ¢imy depends on the Doppler
frequency. A study of the energy consumption has also bedorpeed, showing that a
trade-off between the throughput and the power controlsthoél exists. It is therefore
possible to trade-off QoS of the data transfer for increammergy efficiency. For many
users, it has been shown that an optimal value of the thréshasts, potentially lead-
ing to very significant energy savings in return for very snttmloughput degradation. In
the considered case, values of the power control threshose ¢o 3.5-4 dB cut the best

tradeoff.

In order to focus exclusively on the interactions of TCP wiita WCDMA radio technol-
ogy and as a preliminary step in characterizing TCP’s enpegiormance in this scenario,
no link-layer retransmissions have been considered irsthidy. Future work includes ex-
tension of the study to the presence of a radio link layer Wimagproves the wireless link
performance through block retransmission. Similar penfance studies for TCP versions

other than NewReno also seem worth pursuing.
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PARAMETER VALUE

Cell Side 200 m

S (path loss model) 3.5

A (path loss model) -30dB
Max. TX Power -16 dBW
Power Range 80dB

o (shadowing) 4 dB
Time Unit 0.667 ms

number of Oscillators (Jakes$)3

n_rays (Selective Channel) | 5

Chip Rate 3.84 Mcps
Data Rate 240 kbps
SF (Spreading Factor) 16

A (Power Control Step) 0.5dB

Noise -132 dBW

Table 1: System-level simulation parameters
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Figure 2: Average throughput TTI, (N, =90, TTI =1,2,4,8, STR;, = 5.5+ 0.5dB,
fd = 6HZ)

22



T .
3 3 b4 i A i
s s . ; 5 ;

S, throughput

o2b  ——_— ;

F 3
TCP/IP 80 users ~ © s 1
0.1 r TCP/IP90users «
TICP/IP 10,0 users 4 , . :

70 75 80 85 90 95 100 105 110

user number

Figure 3: TCP/IP average throughput network load, (v, = 80,90,100, TTI = 1
SIRy, = 5.5+ 0.5dB, f, = 6HZ).

23



0.9 DI o® ce emse ,,,, S —
08 rrrrrrrrrrrrrrrrrrrrrr rrrrrrrrrrrrrrrrrrrrrrrrrr :
06 b e

S, throughput

04l e B\ T -

0.2

do 6 Hz 80 users S -

do6 Hz90 users X

0.1 do 6 Hz 100 users 2 b B .
6 Hz empirical fitting : :

0 N N Lo N Pl A
0.0001 0.001 0.01 0.1 1

Pe

Figure 4: Throughput curve, independence from network ledd Doppler6Hz, (N, =
80,90,100,TTI =1, SIRy, = 5.5 + 0.5dB, f; = 6Hz).

24



| ~alpha=0.8, xs=0.08 ——— |
09 _‘ EEE— 7,71,_’,T,”'f;;,?'»f;;;';\f;'\‘ij,‘\ir;—,;,,_;n,:\,,, N alpha=1.4, XS=0.08 ”””””
N alpha=2.5, xs=0.08 -

A
' \
\
B T e Ny
. \
\
\

R S R S
03 bl e

0.001 0.01

Figure 5: Throughput heuristic function.

25



: simulation doppler 6Hz ~ ©

09 P®® OU T @ oy fitting doppler 6Hz .
T simulation doppler 40Hz o

fitting doppler 40Hz - ,

e
0.8 .
3
N ;

. | \, H

.

. X

e N -

. . \ N

: \ :
: \ :
: \ :

S SO N e -
. | \, H
: \ :
: \ :
: \ :

S, throughput

: \ :
: \ :
: \ :

b N\ e -
. | \ H
: \ :
: \ :
: \ :

02 " \
.
.
.

0.001 0.01 0.1 1
Pe

Figure 6: Throughput heuristic function: approximationsaghulator outputs,§, =

TTI =1, SIR,, = 5.5+ 0.5, fs = 6, 40Hz).

26



1 T T T T T T T
0.9
0.8
0.7 +
2 06 F
= Py i i
en P | 3
5 05 F b
5
03 ; | | | |
0.2 - | TCP, uéerno. li A-
Pof TCP, user no. 14 --©--- |
0.1 @ s oL & TCP,userno. 33 -~ @~
§ § § TCP, userno. 114 -4
O | | | | | | |
-90 -80 -70 -60 -50 -40 -30 -20 -10
ATP (dBW)

Figure 7: Throughputs average transmitted power for different threshold val(as, =

120, TTI =1, SIRy, = {1.5,2.5,3.5,4,4.5,5} + 0.5dB, f; = 6Hz).

27



1 ) T ) T ) T ) T ) T ) T ) T

S, throughput

RS

02 - TCP, user no. 11 -

L : Vol TCP, user no. 14 --
0.1 o S LS B TCP, user no. 33 -~ T

(> e 0 b
s

i . TCP,I user no. }14
le-10 le-09 1e-08 le-07 le-06
ACE (Joule per correct bit)

0 A R S
le-13 le-12 le-11

Figure 8. Throughputs average consumed energy for different threshold valugs,=
120, TTI =1, SIRy, = {1.5,2.5,3.5,4,4.5,5} + 0.5dB, f; = 6Hz).

28



-10 T T T T T T
20 b ,,,,,,,,,,:»,:~:,:;:?‘:’fff}"ft
[ ]

ATP (dBW)
n
(@]
b

et ; TCP, user no. 11 -
-80 _;:,/,_;,/,.,/;‘,'Tj;’, rrrrrrrrrrrrrrr S —— A TCP, userno. 14 -~

' : f f TCP, user no. 33
TCP, user no. 114 -

P o

90 ; ; ; .
1.5 2 2.5 3 3.5 4 4.5 5

power threshold

Figure 9: Average consumed powes power threshold,§, = 120, TTI = 1, SIRy, =
{1.5,2.5,3.5,4,4.5,5} + 0.5dB, f; = 6Hz).

29



1le-05 ¢ T T T T T l

1e-06
= 1e07 |
= I
s I
dé 1e-08 |
= I
o -
& le-09 |
° I
% A
= le-10 foreas
m [
@)
< le-ll | | :
I ; o ; TCP, user no. 11 -~z |
o e e TCP, user no. 14 --©-- 4
P e © : TCP, userno. 33 @~ 1
: i i f TCP, user no. 114 -—---4---
le-13 I I I I L I
1.5 2 2.5 3 3.5 4 4.5 5
power threshold

Figure 10: Average consumed energypower threshold,§, = 120,771 =1, SIRy, =
{1.5,2.5,3.5,4,4.5,5} + 0.5dB, f; = 6Hz).

30



»

0.01 foios

_‘j“:‘:1>-‘«: . , P

Pe

T e

le-05 @ ]
TCP, user no. 11 ——2-
I TCP, user no. 14 --©o- .

1e-06 + TCP, user no. 33 : o 1

TCP, user no. 1|14 A i ; ;
-80 -70 -60 -50 -40 -30 -20
ATP (dBW)

Figure 11: P, vs average transmitted power for different threshold valag, = 120,

TTI=1,SIRy, ={1.5,2.5,3.5,4,4.5,5} + 0.5dB, f; = 6Hz).

31



0.01

Pe

0.000T | D

1e-05 - Q _
I TCP, user no. 11 -4~ |
I TCP, user no. 14 --©- L
_ L TCP, user no. 33 - - T
1e-06 ¢ . TCP, user no. 11|4 e . ; o . . 1

le-12 le-11 le-10 1e-09 1e-08 1e-07

ACE (per correct bit)

Figure 12: P, vs average consumed energy for different threshold valu¥s, € 120,

TTI=1,SIRy, = {1.5,2.5,3.5,4,4.5,5} + 0.5dB, f, = 6Hz).

32



