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A B S T R A C T

Background and Objective: The inter-subject variability characterizing the patients affected

by type 1 diabetes mellitus makes automatic blood glucose control very challenging. Dif-

ferent patients have different insulin responses, and a control law based on a non-

individualized model could be ineffective. The definition of an individualized control law

in the context of artificial pancreas is currently an open research topic. In this work we con-

sider two novel identification approaches that can be used for individualizing linear glucose–

insulin models to a specific patient.

Methods: The first approach belongs to the class of black-box identification and is based on

a novel kernel-based nonparametric approach, whereas the second is a gray-box identifi-

cation technique which relies on a constrained optimization and requires to postulate a

model structure as prior knowledge.The latter is derived from the linearization of the average

nonlinear adult virtual patient of the UVA/Padova simulator. Model identification and vali-

dation are based on in silico data collected during simulations of clinical protocols designed

to produce a sufficient signal excitation without compromising patient safety. The identi-

fied models are evaluated in terms of prediction performance by means of the coefficient

of determination, fit, positive and negative max errors, and root mean square error.

Results: Both identification approaches were used to identify a linear individualized glucose–

insulin model for each adult virtual patient of the UVA/Padova simulator.The resulting model

simulation performance is significantly improved with respect to the performance achieved

by a linear average model.

Conclusions: The approaches proposed in this work have shown a good potential to iden-

tify glucose–insulin models for designing individualized control laws for artificial pancreas.

© 2016 Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

Type 1 Diabetes Mellitus (T1DM), also known as insulin-
dependent or juvenile diabetes, is a metabolic disorder

characterized by chronic hyperglycemia that occurs when the
pancreas is no longer able to produce insulin. Patients af-
fected by T1DM are dependent on exogenous insulin
administration to maintain the Blood Glucose (BG) concentra-
tion (also called glycemia) within the so called euglycemic range,

This paper is submitted to a Special Issue of Computer Methods and Programs in Biomedicine following the IFAC BMS 2015 meeting
in Berlin.

* Corresponding author. Identification and Control of Dynamic Systems Laboratory (ICDL), 5, A. Ferrata Street, 27100 Pavia, Italy. Fax:
+39 0382 985589.

E-mail address: mirko.messori01@ateneopv.it (M. Messori).

http://dx.doi.org/10.1016/j.cmpb.2016.06.006
0169-2607/© 2016 Elsevier Ireland Ltd. All rights reserved.

c om pu t e r m e thod s and p r og r am s i n b i om ed i c i n e ■■ ( 2 0 1 6 ) ■■ –■■

ARTICLE IN PRESS

Please cite this article in press as: Mirko Messori, et al., Model individualization for artificial pancreas, computer methods and programs in biomedicine (2016), doi: 10.1016/
j.cmpb.2016.06.006

journal homepage: www.int l .e lsevierheal th .com/ journals /cmpb

mailto:mirko.messori01@ateneopv.it
http://www.intl.elsevierhealth.com/journals/cmpb


which spans from 70 mg/dl to 180 mg/dl. Manual insulin ad-
ministration is complex since there is the need to estimate the
insulin dose to inject subcutaneously both during mealtimes
and fasting periods. If the injected insulin is underestimated,
the patient can experience hyperglycemia, which is generally
associated to BG levels higher than 180–200 mg/dl. In addi-
tion, symptoms may not start to become noticeable until even
higher BG levels, such as 250–300 mg/dl. Chronic hyperglyce-
mia can produce a wide variety of serious complications over
a period of years, including damages to kidneys, nervous
system, cardiovascular system, retina, feet/legs and nerves (i.e.
diabetic neuropathy). On the other hand, if the injected insulin
is overestimated, the patient can experience hypoglycemia, which
is associated to a BG level lower than 70 mg/dl. Hypoglyce-
mia can cause tachycardia, shakiness, strong headache, sudden
mood changes, hunger, sweating, dizziness and nausea, and,
if severe, can lead to seizures, loss of consciousness, coma, or
death.

The Artificial Pancreas (AP) is a system thought to auto-
mate the exogenous insulin supply and is composed of a
subcutaneous glucose sensor, which allows Continuous Glucose
Monitoring (CGM), a subcutaneous insulin pump, and a control
algorithm. Recently, several research projects on AP were sup-
ported by the Juvenile Diabetes Research Foundation, the
European Commission, and the National Institutes of Health
(see Refs. [1–9]). The core of the AP is the control algorithm,
which is in charge of continually estimating the quantity of
insulin to inject in the subcutaneous tissue on the basis of the
subcutaneous continuous glucose measurements. A detailed
description of the state of the art of the considered AP system
can be found in Ref. [10], where the adopted control algorithm
is a Model Predictive Control (MPC). MPC synthesizes a con-
troller on the basis of a model that describes the dynamics of
the process under control (i.e. the biological dynamics of the
patient). A complex metabolic model was first introduced in
Ref. [11] and then improved in Ref. [12]. This model is highly
nonlinear and time-varying and its implementation in a MPC
law is computationally demanding. However, as shown in Refs.
[13, 14], a linear time-invariant approximation of glucose–
insulin interaction is adequate to capture the essential dynamics
to design an effective and safe MPC, while guaranteeing reduced
complexity and low computational burden in the MPC imple-
mentation.This fact was also confirmed by several clinical trials
performed in silico [14–20] and in vivo [7,9,21–27] through MPC
synthesized on the basis of a linear model.

Diabetic patients are characterized by a substantial inter-
subject variability that may limit the closed-loop control
performance achievable by a non-individualized controller.Thus,
a significant step forward would be represented by the con-
troller individualization that, however, is very challenging. The
control performance could be limited even by the patient intra-
subject variability, which would require a recursively adaptive
control law [28]. Different approaches can be considered like
multivariable adaptive control [29,30] or run-to-run strate-
gies used for daily adaptation of basal insulin [31], insulin
boluses [32–35], or MPC cost function [36].

In order to synthesize an individualized MPC, a patient-
tailored glucose–insulin model is needed. The Nonparametric
(NP) approach for linear models identification presented in Ref.
[37] was applied to simulated data. An in silico trial was also

performed, demonstrating that the MPC synthesized on the
basis of the individualized models significantly improves closed-
loop control performance. In addition to the NP approach, a
parametric identification technique driven by Constrained Op-
timization (CO) is presented, where the identified models are
characterized by a fixed structure that is postulated as prior
knowledge. Models identification and test are based on in silico
data collected during closed-loop simulations of clinical pro-
tocols designed to produce a sufficient input–output excitation
without compromising the patient safety.The identified models
are evaluated in terms of prediction performance by means
of the Coefficient of Determination (COD), FIT, Positive and
Negative Max Errors (PME and NME, respectively), and Root
Mean Square Error (RMSE). The resulting performance is com-
pared with the performance achieved by the NP models
presented in Ref. [37] and with the average linear model used
to synthesize the linear MPC introduced in Ref. [19], which was
also used in several clinical experiments.

2. Methods

Given the large inter-subject variability, a significant improve-
ment of blood-glucose control is expected using a control law
individualized on patient-specific glucose–insulin responses
instead of resorting to an average model [14,19]. Two methods
devoted to the patient glucose–insulin dynamics identifica-
tion are presented in this section. Both the identification
approaches are used to identify 100 linear models represent-
ing the dynamics of the 100 virtual patients of the adult
population of the UVA/Padova simulator [12]. Identification (in-
cluding parameter estimation and, if needed, model validation)
and model test are based on input–output data achieved in
closed-loop simulations performed through the MPC pre-
sented in Ref. [19].

2.1. Nonparametric identification

The NP approach belongs to the class of black-box identifica-
tion and is used to identify the glucose–insulin dynamics of
the patient from measured input–output data. As shown in Ref.
[37], the identified model can be used to synthesize a patient-
tailored MPC, substantially increasing the closed-loop control
performance. This approach relies on a kernel-based regres-
sion and is exploited to identify a one-step ahead predictor that
is subsequently converted in a state space model obtained
through a minimal realization of a given dimension. The final
aim is to obtain a linear dynamical model of the form

y t q k u t k q k d t k w k e t ku
k

d
k k

( ) = ( ) −( ) + ( ) −( ) + ( ) −( )
=

∞

=

∞

=

∞

∑ ∑ ∑
1 1 0

(1)

where u and d are the model inputs and represent the differ-
ential subcutaneous infused insulin with respect to the patient
basal insulin and the ingested carbohydrates (CHO), respec-
tively; y is the model output and represents the differential
subcutaneous glucose concentration with respect to the basal
glucose Gb; and e is a white Gaussian noise signal representing
the uncertainties affecting the model.
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2.1.1. Linear predictor estimation
In order to better illustrate this method, let us consider the fol-
lowing linear one-step ahead predictor:

ŷ t f k y t k g k u t k g k d t k
k k k

( ) = ( ) −( ) + ( ) −( ) + ( ) −( )
=

∞

=

∞

=

∞

∑ ∑ ∑
1

1
1

2
1

(2)

where ŷ is the predicted output (i.e. predicted differential sub-
cutaneous glucose concentration), f is the output discrete
impulse response, and g1 and g2 are the input discrete impulse
responses, respectively (i.e. impulse responses associated to
insulin and meal inputs), which have to be estimated from noisy
measurements. The estimation of the unknown impulse re-
sponses can be performed by solving an optimization problem
in an infinite-dimensional functional space given by a Repro-
ducing Kernel Hilbert Space (RKHS). The chosen kernel should
reflect the properties of the functions to be estimated and its
choice is a key point in the NP approaches. In this case, the
chosen kernel K is the Stable Spline Kernel (SSK) proposed in
Ref. [38], where the generic impulse response fSSK to identify
is seen as a realization of a zero-mean Gaussian random process
whose covariance can be written as

Cov f k f l K k l
e e e

SSK SSK

k l k l
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with k l, , , ,= ∞1 2 … , τ > 0, and λ > 0. As explained in Ref. [38],
SSK includes a prior which preserves exponentials with rate
constant τ, which is a good characteristic in the context of linear
dynamic systems identification. Moreover, the stability of the
identified impulse response is guaranteed, and a linear
bounded-input bounded-output stable system can be identi-
fied from noisy measurements without postulating a parametric
structure. Following the methodology introduced in Ref. [39],
by defining Kf, Kg1 and Kg2 as the SSK of f, g1 and g2 of (2), re-
spectively, and letting Hf , Hg1 and Hg2 denote the RKHS of
deterministic functions on � associated with Kf, Kg1 and Kg2

(with norms denoted by ⋅ Hf
, ⋅ Hg1

, and ⋅ Hg2
), the stable

spline estimators f̂ , ĝ1 and ĝ2 of f, g1 and g2 are obtained from

the solution of the following Tikhonov-type variational problem:
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2= , and n+ is the number of future samples to con-

sider during the identification process. In view of (3), the
covariances of the impulse responses f, g1 and g2 include the
parameters τf, τg1, and τg2, respectively. Here τf, τg1, τg2, λf, λg1 ,
λg2 , and σe are hyperparameters that have to be properly tuned
prior to the solution of the Tikhonov problem (4). By assum-
ing known hyperparameters, the solution of (4) is given by
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where In+ is the n+ × n+ identity matrix.

2.1.2. Hyperparameters estimation
The solution (5) depends on the values of the hyperparameters,
which have to be properly estimated. As shown in Ref. [39], by
letting ϒ denote the hyperparameters vector, the maximum
(marginal) likelihood estimate ϒ̂ of ϒ is given by
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where J is the opposite log-marginal likelihood of y+. Thus, the
hyperparameters are estimated through a marginal likeli-
hood optimization in a low-dimensional space, limiting the
computational efforts needed to perform the optimization
process. After their estimation, the hyperparameters are set
into (4), and the minimum variance estimates (5) of the impulse
responses are then obtained.

2.1.3. Individualized linear model
The one-step ahead predictor (2) must be converted in a linear
model usable for synthesizing an individualized MPC. Given
the predicted output ŷ t( ) it holds that

y t y t e t( ) = ( ) + ( )ˆ

where e(t) is a white Gaussian noise signal affecting the reli-
ability of the predictions ŷ t( ) and whose variance is estimated
through the hyperparameter σ e

2. Thus, the input–output form
of the model (1) can be approximated as follows:
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where the Z-transform formalism has been used. The approxi-
mation consists in truncating the summations to pl, a tunable
parameter that however can be arbitrarily large. The
Z-transforms of qu, qd and w of (1) are given by
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and admit a minimal realization of dimension pl. It is worth
to emphasize that the matrices �A, �B and �C of (4) are theo-
retically infinite-dimensional, but, in practice, their dimensions
are truncated according to the chosen predictor length pl. Since
the impulse responses f, g1 and g2 are not known, they are sub-

stituted with the identified impulse responses f̂ , ĝ1 and ĝ2

coming from (5), thus resulting in the definition of the follow-
ing identified Z-transforms:
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Given the identified Z-transforms, the following model can
be defined:

y k Q z u k Q z d k W z e ku d( ) = ( ) ( ) + ( ) ( ) + ( ) ( )ˆ ˆ ˆ (6)

where a mixed Z/discrete-time representation has been used.
Hence, the minimal state space realization can be written as
follows:

x k A x k B u k M d k W e k

y k C x k
NP NP NP NP NP NP

NP NP

x+( ) = ( ) + ( ) + ( ) + ( )
( ) = ( ) +

1

WW e kNPy ( )
⎧
⎨
⎩

where xNP is a vector of maximum dimension pl containing
the internal states of the identified NP model, and ANP , BNP ,

CNP

, MNP are matrices of proper dimensions describing the
system dynamics. The relationship between the white Gauss-
ian noise e and the identified model is described through the
column vector WNPx (having the same number of elements of
xNP ) and the scalar value WNPy . This is the definition of an
augmented model that, in addition to the system dynamics,
defines also an estimation of the model uncertainties driven
by a zero-mean white Gaussian noise e with estimated
variance σ e

2.

2.2. Identification through constrained optimization

Unlike the NP case, this approach is a gray-box identification
and requires to postulate a parametric structure of the model
to identify.The postulated parametric structure is obtained start-
ing from the linearization of the UVA/Padova metabolic model
[12] around a basal working point representing the steady state
of the patient during fasting periods [18,19], and is defined as
follows:

x k A x k B u k M d k

y k C x k
CO CO CO CO CO

CO CO
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⎧
⎨
⎩

1
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where x kCO ( ) and y(k) are the internal states and the model
output (i.e. the differential subcutaneous glucose concentra-
tion with respect to the basal glucose Gb), and u(k) and d(k) are
the two inputs representing the differential insulin infusion
with respect to the basal insulin and the CHO intake, respec-
tively. The above matrices, to be identified, have dimensions

ACO
n n∈ ×� , BCO

n∈ ×� 1, CCO
n∈ ×�1 , MCO

n∈ ×� 1, with n the
number of internal states of the linearization of the model in
Ref. [12]. Several elements have been fixed equal to zero ac-
cording to the structure of the linearization of the UVA/
Padova metabolic model, in this way including the a-priori
information on the model and also reducing the computa-
tional burden of the optimization.

2.2.1. Optimization problem definition
The non-zero elements of the matrices are parameters of the
following CO problem:
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where g CO1 and g CO2 are the insulin and meal impulse re-
sponses derived by the identified CO model, respectively;
plCO represents their maximum length; kp

% > 0 is a threshold
which denotes the maximum allowed inverse excursion in the
insulin impulse response; kp

ss > 0 is a factor which relates
the steady state gains of insulin and meal impulse responses;
and λl COA( ) denotes the l-th eigenvalue of the ACO matrix,
thus defining a stability constraint. The cost JCO is defined as
follows:
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where x jCO ( ) contains the model state at time j, and ps > 1 is
the power of the terms associated to the lower and upper state
soft constraints.The cost JCO depends on the input–output data
coming from the considered identification scenario. Indeed, the
vectors U and D represent the inputs (infused insulin and in-
gested meals, respectively) and are defined as
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with NCO representing the number of considered samples,
whereas the vector YMA represents the output (CGM sensor
measurements) and is defined as

Y y y y NMA MA MA MA CO= ( ) ( ) ( )[ ]0 1 	

Each output measurement is “filtered” by the following
Moving Average (MA):

y k

CGM k j

N
MA

j

N

MA

MA

( ) =
−( )

=

−

∑
0

1

(14)

where NMA is the chosen MA length. The first addend of the
cost (13) accounts for the model fit to the data and depends
on the unknown matrix entries to be estimated and also on
the initial state guess xCO 0( ).The second and the third addends
of the cost (13) define lower and upper state soft constraints,
respectively, which depend on the following predicted state tra-
jectories XCOj :

X x x x NCO CO CO CO COj j j j= ( ) ( ) ( )⎡⎣ ⎤⎦0 1 	

with j denoting the jth model state. This means that the cost
is forced to substantially increase if the minimum or the
maximum value of each state trajectory exceeds at any time
the imposed limits δ j

min < 0 and δ j
max > 0, respectively. The in-

troduction of the state soft constraints proved to be useful in
preventing the convergence of the optimizer to local minima
that would result in the identification of systems with poor pre-
diction capabilities or, even worse, that would be non-stable
(as discussed in section 2.2.2).

2.2.2. Solution
The CO problem (8) must be properly initialized with an initial
guess of the unknown matrices and of the state xCO 0( ). Indeed,

the computational time needed to find a reliable solution may
be significantly affected by the chosen initialization values. In
order to automate the initial guess determination, a simu-
lated annealing approach [40] has been exploited.The simulated
annealing process is initialized by considering the model ma-
trices of the linearized average adult virtual patient and its
solution is then passed as initial guess in the Matlab® fminsearch
optimizer, which is a very efficient optimizer designed for non-
smooth nonlinear functions. Since the fminsearch solver is not
able to handle constraints, the optimization is iterated and, at
the end of each iteration, the satisfaction of the constraints
(9)–(12) is verified. If so, the model obtained at the current it-
eration is stored before initiating the subsequent iteration. Note
that the lower and upper state soft constraints and the linear
model dynamics are included in the optimization cost (13).
Hence, these constraints are implicitly satisfied by the opti-
mization process driven by the fminsearch solver.

In order to minimize the risk of overfitting, the achieved
linear model predictions are evaluated at the end of each it-
eration on a validation set in terms of the COD and FIT indices
defined in (15) and (16), respectively. The iterations are con-
tinued until one of the two following stopping conditions are
verified.

1. Stop because of overfitting detected:
• the cost JCO is lower than a predefined threshold th

CO > 0
• the current FIT and COD evaluated on a validation sce-

nario are lower than the FIT and COD evaluated in the
previous iteration

2. Stop because cost is not decreasing:
• Condition 1 is not verified
• the percentage of the decrease between the cost at the

current iteration and the cost at the previous iteration is
lower than a predefined threshold α%

CO ∈[ ]0 100

Condition 1 denotes the successful identification of the linear
model. If overfitting is detected, the fminsearch iterations are
stopped and the model identified at the previous iteration
(i.e. before encountering overfitting) is stored. Condition 2 is

Table 1 – Identification protocol for NP approach.

Time (hh:MM) Meal CHO (g) Duration (min) Insulin Bolus

Day 1 06:30 B 40 15 Bolus on time Parameters Estimation
09:00 S 20 15 No bolus
12:30 L 50 15 Bolus on time
15:30 S 20 15 No bolus
19:00 D 90 15 Bolus at 18:30
23:30 S 15 5 No bolus

Day 2 07:00 B 60 15 Bolus on time
09:00 S 20 15 No bolus
12:00 L 60 15 Bolus at 11:00
16:20 S 20 15 No bolus
19:45 D 60 15 Bolus at 22:00 for 15 g

Day 3 01:30 S 15 5 No bolus
07:30 B 40 15 Bolus on time
11:00 S 35 15 Bolus at 10:40
13:00 L 50 15 Bolus at 13:40 for 20 g
20:00 D 85 15 Bolus at 19:50

B is Breakfast, L is Lunch, D is Dinner, and S is Snack. All data are used to identify the models parameters.
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introduced to avoid infinite iterations in case of impossibility
to identify a valid linear model. If the iterations are stopped
because of this condition, the identified model at the current
iteration is stored but there are no guarantees on the model
prediction performance and stability.

2.3. Simulation scenarios

The identification scenario of the NP technique is a three-
day protocol (Table 1) simulated in closed-loop and composed
of three meals per day (breakfast, lunch, and dinner) with ad-
ditional snacks in each day controlled without meal
announcement (see Ref. [18] for details on meal announce-
ment). This scenario is used for model parameter estimation
purposes.

The identification scenario of the CO technique is com-
posed of four days. The first day includes three meals and one
snack and is used for model parameter estimation (only 16
hours are considered, from 6:00 to 22:00). The remaining days
are used for validation purposes (Table 2). It is worth to em-
phasize that there are no restrictions on the input–output data
characteristics used for validation. Both identification tech-
niques have successfully identified 100 linear glucose–insulin
models.

The identified models are tested in simulation by consid-
ering a three-day protocol in which meal amounts and times
are set so as to represent a real life scenario, as shown in Table 3.
This corresponds to test the model predictions over an infi-
nite prediction horizon. Indeed, since the identified models are
designed to synthesize an individualized infinite horizon MPC

Table 2 – Identification protocol for CO approach.

Time (hh:MM) Meal CHO (g) Duration (min) Insulin Bolus

Day 1 08:00 B 60 15 Bolus on time Parameters Estimation
13:00 L 60 15 Bolus at 14:00
17:00 S 30 15 No bolus
20:00 D 80 15 Bolus on time

Day 2 08:00 B 50 15 Bolus OK Validation
10:00 S 15 5 No bolus
13:00 L 35 15 Bolus OK
19:00 D 80 15 Bolus OK
22:00 S 20 15 Bolus OK

Day 3 06:30 B 40 15 Bolus OK
09:30 S 20 15 No bolus
12:30 L 45 15 Bolus at 12:00 for 50 g
17:00 S 20 15 Bolus OK
20:00 D 70 15 Bolus at 20:30
23:00 S 20 15 No bolus

Day 4 08:00 B 35 15 Bolus OK
11:30 S 20 15 Bolus OK
13:30 L 60 15 Bolus at 13:30 for 30 g
16:30 S 20 15 No bolus
20:30 D 90 15 Bolus OK

B is Breakfast, L is Lunch, D is Dinner, and S is Snack. The first day is used to estimate the models parameters, the remaining days are used for
validation.

Table 3 – Test protocol for individualized models.

Time (hh:MM) Meal CHO (g) Duration (min) Insulin Bolus

Day 1 08:00 B 50 15 Bolus on time Test
13:00 L 50 15 Bolus on time
19:00 D 70 15 Bolus on time
23:00 S 20 15 Bolus on time

Day 2 06:30 B 50 15 Bolus on time
09:30 S 15 15 No bolus
13:00 L 60 15 Bolus at 12:00 for 50 g
17:00 S 25 15 Bolus on time
20:00 D 90 15 Bolus at 20:15 for 70 g
23:00 S 15 15 No bolus

Day 3 08:30 B 50 15 Bolus on time
11:30 S 20 15 Bolus on time
14:00 L 60 15 Bolus at 13:00 for 30 g
17:00 S 20 15 No bolus
20:30 D 100 15 Bolus on time

B is Breakfast, L is Lunch, D is Dinner, and S is Snack.
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[19], their quality depends on their simulation capabilities. In
order to completely decouple identification (meant as param-
eter estimation and, for the case of CO, also the validation
phase) and test, the validation protocol considered for evalu-
ating FIT and COD during the CO identification is substantially
different from the testing protocol of Table 3.

2.4. Performance indices

The model predictions are evaluated through the following per-
formance indices:

COD = −
( ) − ( )
( ) −

⎛

⎝
⎜

⎞

⎠
⎟ ∈ −∞( ]100 1 100

2

2

y k I k

I k I
g

g g

(15)

FIT = −
( ) − ( )
( ) −

⎛
⎝⎜

⎞
⎠⎟
∈ −∞( ]100 1 100

y k I k
I k I

g

g g
(16)

PME = ( ) − ( )( ){ } ∈ +∞[ )max max ,y k I kg 0 0

NME = ( ) − ( )( ){ } ∈ +∞[ )min min ,y k I kg 0 0

RMSE =
( ) − ( )

∈ +∞[ )y k I k
N

g

s

2

0

where Ig(k) is the subcutaneous glucose simulated by the non-

linear virtual patient of the UVA/Padova simulator, Ig is its

average, and Ns is the total number of samples considered in
the testing protocol.

3. Results

The testing results achieved by the presented individualiza-
tion techniques applied to 100 adult virtual patients of the UVA/
Padova simulator are shown in Table 4. In view of using the
individualized models on an infinite horizon MPC [19], their
quality has been evaluated in simulation. For this purpose, the
NP models have been tested by considering the inputs u(k) and
d(k) of (6) but not the past glucose values. It is evident that the
identified models obtain a better prediction performance and
all the differences with respect to the average model are sta-

Table 4 – Performance indices evaluated on the
individualized models and on the linearized average
model by simulating the test protocol of Table 3.

Average NP CO

COD −94.55 90.06† 80.35†

−[ ]339 37 12 21. , . 84 59 93 06. , .[ ] 65 45 88 80. , .[ ]
FIT −39.47 68.47† 55.68†

−[ ]109 61 6 30. , . 60 74 73 65. , .[ ] 41 22 66 54. , .[ ]
RMSE 35.07 8.26† 11.16†

21 94 48 26. , .[ ] 6 92 9 94. , .[ ] 8 73 16 37. , .[ ]
PME 60.63 24.33† 29.39†

21 35 99 44. , .[ ] 18 83 30 04. , .[ ] 22 95 44 51. , .[ ]
NME 49.67 8.86† 28.72†

15 54 119 36. , .[ ] 6 09 13 36. , .[ ] 19 98 37 11. , .[ ]
The test is performed on 100 adult virtual patients of the UVA/
Padova simulator. p-values are computed with respect to the average
model with the nonparametric Wilcoxon signed-rank test. All the
differences are statistically significant with p < 0.001. Data are non-
normal and are presented in terms of median [25th, 75th] percentiles.
† p < 0.001.
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Fig. 1 – Validation of the adult average virtual patient. The black line represents the subcutaneous glucose achieved with
the nonlinear time-varying model in the test protocol of Table 3. The red, yellow, and violet lines represent the simulations
performed with the linearized model and with the identified NP and CO models, respectively. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

ARTICLE IN PRESS

Please cite this article in press as: Mirko Messori, et al., Model individualization for artificial pancreas, computer methods and programs in biomedicine (2016), doi: 10.1016/
j.cmpb.2016.06.006

7c om pu t e r m e thod s and p r og r am s i n b i om ed i c i n e ■■ ( 2 0 1 6 ) ■■ –■■



tistically significant with p < 0.001. Although the best
performance is achieved by the NP approach, the NP models
are characterized by a non-fixed number of internal states
which depend on the chosen minimal realization method,
whereas the CO approach identifies models with a fixed number
of states depending on the postulated parametric structure.
Moreover, the CO approach requires a shorter identification pro-
tocol devoted to model parameters estimation, which would
be more feasible in a real-life scenario. Indeed, the estima-
tion of parameters requires a protocol designed to produce a
sufficient signals excitation without compromising the patient
safety, whereas no particular restrictions are imposed to the
protocol used for models validation.

A linear approximation of the average nonlinear adult virtual
patient has been identified through the presented approaches.
The resulting predictions are shown in Fig. 1, where also the
subcutaneous glucose of the nonlinear model is depicted. The
CO, NP, and the linearized models achieved COD equal to 80.32,
66.14, and 58.97 and FIT equal to 54.96, 41.81, and 32.89, re-
spectively. The CO and the linearized model are characterized
by 13 internal states, whereas the NP model includes 121 states.

4. Conclusions

The identified individualized models significantly improve the
prediction performance with respect to the linearized average
model. The NP models provide the best performance, but are
characterized by a non-fixed number of internal states that
depend on the chosen realization technique. On the other hand,
the postulated parametric structure of the CO models has a
fixed number of internal states. While the CO approach does
not guarantee the identification of a “valid” model, it re-
quires a shorter identification protocol for parameter estimation
that would be more feasible in a real-life scenario. Future works
could consider the presented identification approaches for iden-
tifying linear models of real patients by relying on pre-
filtered data through the retrofit procedure described in Ref.
[41], which can substitute the MA filter (14).

The work presented in Ref. [37] demonstrated that MPC
based on the NP models are able to significantly improve the
closed-loop control performance with respect to a non-
individualized MPC. Subsequent works will consider the CO
models for in silico closed-loop tests and, in the future, both
the presented identification approaches may be proposed for
designing individualized controllers for in vivo clinical trials.
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